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 CHAPTER 1 INTRODUCTION 

1.1 BACKGROUND AND MOTIVATION 

Privacy was first identified by Mason (1986) as one of the 4 ethical issues of the 

information age. As information becomes increasingly important to both government and 

corporations in decision-making, these public and private entities will seek avenues to obtain such 

information even at the expense of invading another’s privacy (Mason 1986; Zuboff 2019). 

One of the key growth areas in information technology that threatens privacy is the 

enhanced capacity for surveillance (Mason 1986). Surveillance technology poses a particularly 

salient threat to privacy is since it allows a surveillant to observe that which a subject does not 

wish to be observed (Kearns 1998).  

Surveillance technology proponents have made the case for its implementation in various 

contexts, such as progress towards efficient administration within large-scale bureaucratic 

organizations (Lyon 2008), employee safety and security within the workplace (Watkins Allen et 

al. 2007), increased physical security of people and property within a law enforcement context 

(Clarke 1988), and for the provision of deterrence and information to understand and prevent 

terrorist acts within a national security context (Reddick et al. 2015). However, critics have 

claimed that surveillance technology is sweeping up massive amounts of data without evidence of 

the technologies being effective in improving security (Cayford and Pieters 2018). 

Despite this claim, the effectiveness of surveillance technology has been discussed in 

various contexts such as government surveillance (Cayford and Pieters 2018) transportation 

networks (Li and Ouyang 2012), pandemic control (Ng et al. 2020), and deterrence of deviant 

behaviors (Doumbouya et al. 2017). However, to the best of our knowledge, these effectiveness 
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studies in the current surveillance literature have been contextual in nature, meaning that 

surveillance efforts, rather than surveillance technology, have been at the core of these studies.  

Additionally, much of the debate that pertains to the tension between privacy and 

surveillance has been argued from a legal (Friedman and Reed 2007) or ethical (Fairweather 1999) 

perspective. As such, these discussions on the privacy-surveillance tradeoff rarely go beyond the 

rhetoric. Empirical studies conducted on the other hand, have been inconclusive with regards to 

how the tradeoff could be addressed to improve outcomes. Dinev et al. (2008) found that US 

respondents recognized the need for surveillance in general but raise concerns when surveillance 

might apply to them individually. The researchers noted that the resolution to this conflict was 

unclear. This was echoed in Cayford et al. (2019)’s finding that ‘the public does not engage in 

trade-offs between the different (security and privacy) values involved, but rather, wants it all.’ 

Our thesis seeks a resolution to the said conflict by empirically investigating the IT artifacts 

central to the privacy-surveillance tradeoff in terms of their effectiveness in achieving both 

surveillance and privacy objectives. In centering this thesis around surveillance technology itself, 

we also respond to Benbasat and Zmud (2003)’s call to return to the IT artifact. This thesis 

comprises two studies: Study One explores the impact of surveillance technology on consumer 

behavior in an unmanned retail environment, and Study Two examines the effectiveness of 

privacy-preserving designs applied to digital contact tracing in a public health surveillance context.  

In Study One, by investigating the impact of surveillance technology on behavioral 

outcomes, we hope to better understand if surveillance technologies live up to promises of 

delivering better security as well as their impact on economic outcomes. Specifically, in Study 

One, the objective of surveillance is the deterrence of theft, this is measured by theft rate. One of 

the objectives of privacy is to ensure that potential customers feel safe to approach and purchase 
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from the unmanned retail stand, this is measured by approach and conversion rate. Hence, Study 

One shows how implementing surveillance technologies might have conflicting impact on 

surveillance and privacy, as measured by theft rate and approach/conversion rate. 

In Study Two, we consider the practicality of surveillance technologies that aim to achieve 

surveillance objectives while preserving the privacy of its users by investigating the impact of 

privacy-preserving designs on user behavior. Specifically, in Study Two, we explore how the 

privacy-surveillance tradeoff might be mitigated through privacy-preserving design. That is, how 

system owners might be able to continue to benefit from the information obtained from 

surveillance technologies while mitigating privacy risks through the implementation of privacy-

preserving features. 

Taken together, this thesis explores the effectiveness of surveillance technologies as an 

avenue to better inform the privacy-surveillance tradeoff discussion.  

The next two subsections will provide a more detailed, albeit high-level, overview of the 

two studies, including an overview of the study context and the general motivations, highlighting 

the growing impact of surveillance technology has on our lives. 

1.1.1 Impact of Surveillance Technology on User Behaviors 

Surveillance refers to any collection and processing of personal data, whether identifiable 

or not, for purposes of influencing or managing those whose data have been garnered (Dinev et al. 

2008; Lyon 2001). George Orwell’s depiction of Big Brother, the leader of the fictional totalitarian 

state Oceania, in his novel 1984, is perhaps the most widely used metaphor in the discussion of 

surveillance and information privacy (Solove 2004). While the metaphor is an incomplete 

representation of the information privacy problem in the modern context of dataveillance, the 
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maxim ubiquitously on display across Oceania “BIG BROTHER IS WATCHING YOU” certainly 

captures the psychological impact that surveillance has on surveilled subjects. 

A modern-day example of the adoption of surveillance technologies is the marked and 

sustained growth in the use of CCTVs to prevent crime in public places around the world, which 

resulted in a significant decrease in crime (Welsh and Farrington 2009). Another example is public 

health surveillance through the implementation of digital contact-tracing technologies. Both 

examples collect and process personal data (of different forms) for the purpose of managing those 

whose data have been garnered. 

Researchers have argued about the social benefits and risks of surveillance – that is, about 

the Janus-like nature of surveillance in that it is both necessary and risky (Lyon 2001). For 

example, while people usually appreciate the sense of increased security brought about by video 

surveillance, they often fear the simultaneous loss of privacy. This legitimate concern often slows 

down the deployment of video surveillance (Dufaux et al. 2006). On one hand, surveillance can 

play an important role in ensuring the safety of the public’s activities and transactions (Dinev et 

al. 2006a). Dinev et al. (2008) pointed out the perceived beneficial component of surveillance 

makes users welcome it as a needed practice that will result in a variety of benefits such as security, 

social order, convenience, and ease. On the other hand, there is a growing consensus that 

surveillance systems pose a threat to privacy (Moncrieff et al. 2009) that should be debated and, 

ultimately, mitigated by legislative action (Lucky 2008). The very possibility of covert 

surveillance increases the information asymmetry between the surveillant and the surveilled. This 

increases the perceived risk that access and possible abuse of the private information obtained by 

the surveillant may occur (Dinev et al. 2008). 
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In Study One, we explore the impact of surveillance technology on behavioral outcomes 

in the context of an unmanned retail environment. We measure behavioral outcomes such as theft 

rate, customer approach rate, and sales conversion rates, which not only shed light on user behavior 

but also serve to further the discussion on the tradeoffs between social benefits and risks of 

surveillance (Dinev et al. 2006a; Lyon 2001). 

1.1.2 Impact of Privacy-preserving Design on User Behaviors 

The threat posed by surveillance to privacy is aptly summarized by a statement made by 

the Canadian supreme court, ‘one can scarcely imagine a state activity more dangerous to 

individual privacy than electronic surveillance’ (Taylor 2002). However, Cappello (2019) argued 

that the “all-or-nothing” character of the public debates on the trade-offs between surveillance and 

privacy had framed the problem incorrectly. Instead of forcing a choice between security and 

privacy, Cappello (2019) argued that the focus should have been on how privacy could be protected 

while simultaneously pursuing surveillance objectives such as security and corporate efficiency. 

A report commissioned by The European Commission and undertaken by London 

Economics (2010) proposed that researchers should develop privacy protection methods in 

conjunction with advances in surveillance technology and that such methods should aim to 

maximize privacy while retaining the surveillance system’s purpose. As such, a more explicit role 

for “privacy by design” had been considered in a review of the information privacy-related 

legislation in the European Union (London Economics 2010). 

Designers have responded to this call by applying “privacy by design” principles to 

surveillance technologies such as CCTVs (London Economics 2010), and more recently, digital 

contact tracing (Bay et al. 2020). Sutanto et al. (2013) had validated a privacy-preserving 

architectural design in a digital marketing context. However, to the best of our knowledge, we 
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found little research in a surveillance context that measures the impact of these design features on 

user behavioral outcomes. Hence, we explore the counterbalancing impact of implementing 

“privacy by design” into surveillance technology. An opportunity to conduct such a study was 

provided by the recent COVID-19 outbreak. 

The recent COVID-19 pandemic was a global public health crisis that has urged 

governments and health authorities to take proactive actions to manage its outbreak, including 

work-from-home policies, social distancing, and even mandatory lockdowns. As pointed out by 

Rai (2020), from an IS perspective, a foundational aspect for a proactive strategy is a robust real-

time public health surveillance system. Thus, the roll-out of digital contact tracing (DCT) by 

governments and Big Tech (Ahmed et al. 2020) can be understood as a supplement to current 

public health surveillance systems. Accordingly, information privacy concerns related to early 

implementations of DCT technologies have been thrust to the forefront of discussion (Li et al. 

2020; WHO 2020). In response, technologists and app designers have come up with innovative 

solutions such as privacy-preserving features in terms of relative location data collection and 

decentralized data location storage for DCT technologies. 

Hence, Study Two explores the impact of privacy-preserving features on user behavior in 

the context of COVID-19 digital contact tracing. We collect responses from subjects exposed to 

two different privacy-preserving features designed into a digital contact tracing app. We measure 

the perceived risk reduction associated with the implementation of these privacy-preserving 

features. We take an extended privacy calculus perspective to understand the risk-benefit tradeoff 

being considered by subjects concerning adoption. 
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1.2 RESEARCH FOCUS AND CONTRIBUTIONS 

This thesis explores two aspects of surveillance from an IS perspective. Study One explores 

the impact of surveillance technology itself on behavioral outcomes, which reflect the perceived 

risks and benefits associated with the potential privacy invasion and security enhancement derived 

from the surveillance technology. Study Two focuses on potential mitigators to the perceived risks 

in the form of privacy-preserving design. By identifying what is lacking in the current literature, 

this thesis proposes frameworks to evaluate surveillance technology and privacy-preserving 

designs. Taken together, these two studies aim to uncover if and how surveillance technology 

should be implemented, given its strong privacy implications. This thesis contributes to existing 

surveillance literature by focusing on the surveillance artifact itself, instead of being limited to 

surveillance programs in the workplace (Ball 2010; D’Urso 2006; Watkins Allen et al. 2007) or 

government (Dinev et al. 2006a; Dinev et al. 2008; Reddick et al. 2015) contexts. The following 

two subsections discuss the contributions of the two studies individually. 

1.2.1 Study I: Impact of Surveillance Technology in Unmanned Retail Environments 

Study One studies the impact of surveillance technology in the context of an unmanned 

retail environment. It identifies and fills two research gaps in the current literature. First, while 

there is existing literature discussing the impact of surveillance on privacy, the discussion usually 

focuses on the societal level impact (Campbell and Carlson 2002; Moncrieff et al. 2009; Taylor 

2002) or impact on the workplace (Ball 2010; Watkins Allen et al. 2007). This study attempts to 

quantify the individual level benefit of surveillance technology by measuring its impact on deviant 

behaviors such as the theft rate of individual retail shelves. We collect our empirical observations 

in an unmanned retail environment, which disentangles the impact of surveillance technology from 
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other potential factors that may deter such deviant behavior. To the best of our knowledge, there 

has not been much empirical research with regards to surveillance on consumers evident in the IS 

literature (Dinev et al. 2006a). Second, we provide a framework to quantitatively evaluate 

surveillance technology from a tradeoff perspective. While past literature has often discussed the 

social benefits and risks of surveillance technology, the discussions are generally expository or 

anecdotal in nature (Campbell and Carlson 2002; Moncrieff et al. 2009; Taylor 2002). We extend 

the discussion on surveillance technology by evaluating the tradeoffs between positive impacts 

such as theft rate reduction and negative impacts such as customer approach rate and sales 

conversion rate reduction. 

1.2.2 Study II: Digital Contact Tracing and Privacy-preserving Features 

Study Two examines the effect of privacy-preserving features on user behaviors in the 

context of COVID-19 digital contact tracing. It makes the following contributions to the current 

literature. First, the existing literature focuses more on the individual characteristics (e.g., privacy 

self-efficacy) (Schade et al. 2018; Wang et al. 2017), contextual factors (e.g., compensation and 

regulation) (Kummer et al. 2018; Xu et al. 2011), cognitive and affective factors (e.g., perceived 

control and trust) (Dinev et al. 2016; Jiang et al. 2013; Shaw and Sergueeva 2019) as antecedents 

of privacy calculus. In comparison, there has not been much research on specific design features 

evident in the IS literature to the best of our knowledge. By examining the effect of privacy-

preserving features, we fill this research gap. Second, the current privacy calculus literature mostly 

examined personal benefit, since it is a model primarily designed to understand individual’s 

decision processes with regards to the disclosure of personal information required to complete a 

transaction (Dinev and Hart 2006). As such, benefits beyond personal benefit are rarely, if ever, 

considered. The COVID-19 public health crisis provides a unique context whereby public health 
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authorities have called on ordinary citizens to make personal sacrifices to help contain the outbreak 

and keep the community safe (Fairchild et al. 2020). In the context of digital contact tracing, this 

means giving up personal information to help track infection clusters. Hence, we extend the current 

literature by considering the impact of community benefit in addition to personal benefit in the 

privacy calculus model. Third, we contribute to the literature of privacy-preserving design. 

Specifically, although there exists an objective tradeoff between privacy-preservation and 

functionalities such as accuracy and efficiency, we posit that this tradeoff is perceived differently 

for different types of users. For example, while technically inclined personnel might notice the 

marginal decrease in accuracy and efficiency, the general population might not perceive the 

decrease, even if the decrease did objectively occur. Hence, it is important to determine in the 

initial stages of the design process whether the goal is to maximize perceived or actual benefits. In 

addition, designers should be aware that benefits might not be perceived uniformly across 

demographics. 

1.3 THESIS ORGANIZATION 

The opening chapter has provided an overview of the study context and the general 

motivations based on the current research gaps. It highlights the importance of surveillance 

technology to modern life and raises the research questions that will be addressed in the studies as 

well as the potential contributions. The subsequent chapters of the thesis are organized as follows.  

Chapter 2 describes Study One in detail. It first reviews the literature on surveillance, 

deterrence, assurance, and social presence. It then presents the hypotheses and compares the 

impact of formal and informal surveillance on behavioral outcomes. A 2×2 field experiment is 

conducted to test the proposed hypotheses. Discussions and implications are then reported.  
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Chapter 3 describes Study Two in detail. It first reviews the literature on privacy calculus 

and privacy preservation features, identifying the specific gaps in the literature. It then presents 

the hypotheses on the individual and joint impacts of two privacy-preserving features and existing 

user base on users’ usage intentions for a digital contact tracing app. A 2×2×2 experiment is 

conducted to test the hypotheses. Discussions and implications are then reported. 

Chapter 4 concludes this thesis by summarizing the findings and implications of the two 

studies, followed by a discussion of potential future research directions.  
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 CHAPTER 2 STUDY I: WILL THEY STILL PAY? A STUDY OF 

CONSUMER BEHAVIOR IN AN UNMANNED RETAIL 

ENVIRONMENT 

2.1 INTRODUCTION 

Unmanned retail is a new retail format that has gained rapid interest amongst investors and 

technology companies. Its recent adoption by consumers had been made possible primarily by the 

proliferation of smartphones, mobile payments, and related technologies. The concept of 

unmanned retail has existed since the 19th century in the form of vending machines (Chandler et 

al. 2009). In the early 1990s, technologies such as barcode scanners and credit card payments have 

updated the format with the introduction of self-service checkouts in supermarkets, thereby 

reducing the number of staff required to man checkout counters. More recently, by integrating 

computer vision and deep learning on top of mobile internet and digital payments, retailers have 

managed to further automate the checkout process to the extent that onsite staff headcount can be 

reduced to the minimum. AmazonGo, one of the most high-profile examples, requires shoppers to 

only use a smartphone app to enter the store, and then walk out without stopping at a cash register. 

The unmanned checkout process relies on sensors and computer-vision technology to detect what 

the shoppers take and bill them automatically.  

Beyond entire brick-and-mortar stores, there have also been other updated interpretations 

of unmanned retail concepts. Chinese technology companies such as Jing Dong have deployed 

unmanned vending shelf solutions (Lee 2017) which work like glorified vending machines that 

accept digital payment through either smartphones or facial recognition. This not only provides 

convenience to consumers, since cash is no longer required to purchase merchandise from the 
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vending shelves, but also allows the retailer to match merchandise sales to each individual 

consumer. This customer surveillance allows the retailer to better understand the purchase habits 

of their customers while subjecting said customers to potential privacy risks.  

Another Chinese technology company, Xingbianli, has deployed regular retail shelves that 

accept digital payments through a QR code. Also referred to as unmanned retail shelves, users can 

purchase snacks and beverages easily from these shelves through self-service and mobile payment. 

Unmanned retail shelves are inexpensive and can be quickly deployed since they do not require 

additional equipment such as gantry systems or facial recognition systems. This advantage allows 

startups such as Xingbianli to swiftly expand and compete against more established competitors 

such as Jing Dong. 

However, the lack of a gantry system at unmanned retail shelf locations also means that 

potential customers can enter and exit the vicinity of the retail shelf with no restraint. With neither 

gantry systems nor onsite staff, unmanned retail shelves are left with no physical deterrents to 

deviant behavior such as theft. The lack of onsite staff also means an absence of customer service, 

thus removing a potential source of purchase stimulus. This could result in reduced sales 

conversion. 

Higher opportunities for theft of merchandise due to the absence of surveillance by onsite 

staff, as well as a less pleasant shopping experience due to the lack of human interaction, are two 

major issues with unmanned retail shelf concepts. These two issues are highly relevant to retailers 

since they directly impact the profit generated by the retail shelf. For example, an incident of theft 

would represent a potential loss to the retailer since no revenue is generated on the goods that were 

stolen, resulting in a net loss. A lack of human interaction might lead to reduced revenues since 

human interaction such as customer service acts as a purchase stimulus by facilitating purchase 
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decisions, whether it be answering specific questions about the merchandise or providing 

transaction security assurance for potential customers.  

Both issues mentioned above directly result from the removal of onsite staff, since 

responsibilities such as checkout, customer service, and theft deterrence in traditional retail are 

fulfilled by onsite staff. However, since the reduction in onsite personnel cost was precisely why 

unmanned retail could have a cost advantage over traditional retail, simply reinstating onsite staff 

would defeat the purpose of adopting unmanned retail shelves in the first place. Therefore, we seek 

low-cost technological interventions to fulfill the responsibilities originally undertaken by onsite 

staff. To theorize how these technological interventions might deter theft behavior, we utilize the 

theory of Crime Prevention through Environmental Design (CPTED). 

Hence, this study plans to measure the impact of low-cost technological interventions on 

our three dependent variables, theft rate, approach rate, and conversion rate to answer our research 

question as follows: 

RQ: how would surveillance technology impact consumer behavior in an unmanned 

retail environment?  

To directly deter potential deviant behavior, we identify CCTV as a possible option. CCTV 

is considered a form of formal surveillance under the CPTED framework, which aims to produce 

a direct deterrent threat to potential offenders (Lindblom and Kajalo 2011). The rapid reduction in 

the cost of CCTV surveillance cameras in addition to their ability to record any deviant behavior 

for future use by law enforcers makes it an ideal potential deterrent.  

To counter the absence of customer service staff and indirectly discourage deviant 

behavior, we identify sensor greeting bells as a form of low-cost technology that could improve 

the shopping experience. A sensor greeting bell that plays a greeting message as a customer enters 
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the vicinity of the retail shelf helps aurally simulate the simplest form of customer service – 

greeting the customer as he or she enters. By fostering positive social interaction and control, the 

sensor greeting bell could be considered as a form of informal surveillance under the CPTED 

framework (Lindblom and Kajalo 2011). 

Thus, the two technological interventions, CCTV surveillance, and sensor greeting bells 

were chosen as our independent variables. We attempt to study the impact of these technological 

interventions on consumer behaviors in a retail environment that no longer includes onsite retail 

staff and cashiers as the default, as well as the extent that these technologies can fill the gap in 

manpower caused by the move towards an unmanned retail environment. Specifically, we are 

interested in finding out how these technological interventions perform as theft deterrents and 

purchase stimulants.  

We measure theft rate, as this reflects the probability of shoplifting, which is what we seek 

to reduce in an unmanned retail setting through surveillance technologies. We measure approach 

rate, which reflects the probability of a subject walking by interacting with the shelf. Finally, we 

measure conversion rate, which reflects the probability of a subject paying for the merchandise. 

Both approach rate and conversion rate are important measures since they directly impact the sales 

generated by an unmanned retail shelf. Ideally, our two technological interventions should reduce 

theft rate, but not approach rate and conversion rate. However, this may not be the case due to 

potential privacy concerns resulting from the implementation of the two technological 

interventions. 

By measuring the main effects and interaction effects of CCTV and sensor greeting bells 

on not just theft rate, but also approach and conversion rate, we developed a framework to evaluate 

the overall economic impact of implementing formal (CCTV) and informal (sensor greeting bells) 
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surveillance. This framework can be applied during the design of future retail systems to specify 

the combination of technological interventions to improve economic outcomes for the retail 

system. 

2.2 LITERATURE REVIEW 

In this section, we develop our theoretical perspective on the underlying mechanisms 

driving the relationships between the independent and dependent variables in the context of 

unmanned retail. Firstly, with regards to customer theft rate, we begin by reviewing deterrence 

theory to understand the mechanisms underlying retail theft prevention. We then discuss ‘Crime 

Prevention through Environmental Design’ (CPTED), which provides us the framework with 

which to understand the deterrent qualities of our two independent variables, CCTV surveillance 

and sensor greeting bells. We then turn to CCTV surveillance related literature theory, to explore 

the psychological rationale behind how a technological artifact can effectively replace the function 

of a human staff for a surveillance task. Secondly, with regards to customer approach rate, we 

draw from information privacy literature to understand the impact of our technological 

interventions on the willingness of potential customers to approach the unmanned retail shelf from 

a privacy risk perspective. Thirdly, with regards to customer conversion rate, we apply assurance 

theory and social presence theory to understand the impact of these technological interventions on 

trusting intentions, perceived security risk, and correspondingly, purchase intentions and customer 

conversion rate. 

2.2.1 Deterrence Theory 

Deterrence theory applies a utilitarian philosophy to crime (Akers 1990) by assuming that 

individuals evaluate the costs and benefits associated with a situation, and then make rational 
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decisions based on increasing pleasure (e.g., benefits) and decreasing pain (e.g., risks/costs) 

(Dootson et al. 2017). Kennedy (1983) defined deterrence as the “control or alteration of present 

and future criminal behavior which is affected by fear of adverse extrinsic consequences resulting 

from that behavior.” 

The 18th-century founder of utilitarianism, Jeremy Bentham, was convinced that crime rose 

from the conscious, rational considerations of the individual (Andenaes 1974). Accordingly, a 

person contemplating unlawful behavior would undertake a cost-benefit analysis and would 

execute the act only if potential benefits sufficiently outweighed expected costs. It can then be 

argued that it is possible to influence the outcome of the cost-benefit analysis and deter the 

execution of the act by sufficiently increasing the perceived risks associated with unlawful 

behavior. Under this argument, the task of law enforcement personnel and lawmakers is clear: 

deterrents must be put in place through policies such that the risks, or costs, for a potential violator 

had to be so great that he would have far more to lose than to gain from unlawful behavior. 

Bentham believed that the rate of commission of a particular offense varies inversely with 

the celerity, certainty, and severity of punishment for that crime (Gibbs 1968). Silberman (1976) 

noted that ‘studies on the effects of certainty and severity of punishment on crime rates consistently 

describe weak, although significant, negative association between certainty of punishment and 

crime rates.’ 

We can also infer from previously observed significant negative associations between the 

certainty of punishment and crime rate (Silberman 1976) that actors are deterred by potential 

punishment. It means that a potential violator would seek to avoid punishment, leading him or her 

to process the situation to search for perceived opportunities (with lower certainty of punishment) 

to commit theft or violence before simply acting. Perceived opportunities for crime commission 
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are directly measured by the chances of which the violator could both commit a crime and escape 

punishment successfully. The extension of this logic would mean that the perceived perfect 

opportunity for crime commission would be a scenario where the violator has a 100% chance of 

escaping punishment. Indeed, Matsueda et al. (2006) found that for both theft and violence, a 

higher perceived chance of success at both commission and escaping punishment will substantially 

increase the likelihood of occurrence.  

This study focuses on unmanned retail environments, which, in the process of replacing 

human cashiers with mobile payment technologies, have removed a major deterrent to theft from 

the retail shelf. The absence of a human cashier means that there is a much lower certainty of 

punishment for the potential violator since there is no one on site to observe, identify, and 

apprehend him or her. It follows that this reduced certainty of punishment leads to an increased 

perceived opportunity to commit theft and get away with it. This also explains why current 

unmanned retail shelf models suffer from extremely high levels of theft.  

2.2.2 CPTED Framework 

CPTED draws on ideas that argue that it is possible to use the built urban form to reduce 

opportunities for crime (Cozens and Love 2015). In Defensible Space: Crime Prevention through 

Urban Design, Newman (1973) argued that the environmental design of the buildings was a causal 

factor explaining the differing crime rates between two housing projects in New York that were 

compared and analyzed together with recorded crime rates. 

Newman (1972) developed his hierarchy of defensible space, which is, in turn, made up of 

four design elements, territoriality, surveillance, image and milieu, and geographical juxtaposition 

(environment), which act individually and in combination to help create a safer urban environment. 

In our study, we focus on one of the four design elements of CPTED – surveillance. Surveillance 
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refers to the capacity of the built form to provide opportunities for surveillance for residents and 

others using the building configuration and the design and placement of windows and building 

entrances (Cozens and Love 2015). Within the CPTED framework, surveillance can be further 

separated into formal and informal surveillance methods (Moffatt 1983).  

Formal surveillance aims to produce a direct deterrent threat to potential offenders through 

the deployment of personnel whose primary responsibility is ensuring security (e.g., police, 

security patrols), or through the introduction of some form of surveillance technology, such as 

CCTV (Cozens and Love 2015; Reynald and Elffers 2009; Welsh and Farrington 2004). The 

presence of these interventions also presents the potential for action either immediately through 

active enforcement by security personnel; or by recourse, through collecting evidence from 

analyzing CCTV recordings. 

The very active and visible way that CCTV systems exercise surveillance makes it a form 

of formal surveillance since subjects will know explicitly that they are under observation and that 

there is a high risk that they may be caught if they commit a crime (Kajalo and Lindblom 2016). 

In fact, CCTV surveillance systems are a very popular form of formal surveillance. Retail chains 

have been installing CCTV surveillance systems as part of increased spending on retail security 

(Yaniv 2009). It can be argued that investments in formal surveillance may be necessary to combat 

shoplifting, but at the same time, there is a major concern that these investments may make honest 

consumers feel less secure (Cox et al. 1993; Guffey et al. 1979; Overstreet and Clodfelter 1995). 

For example, a survey by Lin et al. (1994) found that formal surveillance devices were perceived 

to increase shoppers’ sense of environmental hostility within the store. Another potential 

explanation could be an increase in perceived privacy threat due to the ability of surveillance 

equipment to invade individuals' privacy (Kearns 1998).  
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Informal surveillance indirectly deters crime by capitalizing upon the ‘natural’ surveillance 

provided by people going about their everyday business (Welsh and Farrington 2004). Informal 

surveillance is promoted by physical features and activities in a way that maximizes visibility and 

fosters positive social control. Some practical implementations include keeping stores well-lit and 

fostering positive social interaction between sales staff and customers (Lindblom and Kajalo 

2011). By increasing subjects’ perception that they can be seen, a technological intervention would 

increase the subjects’ perceived apprehension risk and certainty of punishment. By fostering 

positive social control, it would increase the perceived seriousness of committing a crime, which 

could, in turn, increase the expected severity of punishment. Thus, even if a technological 

intervention’s primary goal is not surveillance, it could still have the desired effect of deterring 

crime through informal surveillance. Accordingly, even though the primary goal of a sensor 

greeting bell is not surveillance, by being ‘natural’ and fostering positive social control, it would 

be acting as a form of informal surveillance, thereby deterring crime. 

Reynald and Elffers (2009) highlight social control as a crucial part of informal 

surveillance. Social control is the willingness of sales staff to be vigilant in preventing deviant 

behavior in the store environment. Nugier et al. (2007) define social control as any verbal or non-

verbal communication by which individuals show disapproval of deviant (counter normative) 

behavior. Social control impacts deviant behavior by pressuring potential violators to abide more 

closely to societal norms. Under such a mental state, potential violators would assume a lower 

tolerance for deviant behavior, thereby increasing the expected severity of punishment should he 

or she proceed. In practice, social control in the store environment can be enhanced by bringing 

better-trained sales staff to the floor and fostering positive social interaction between sales staff 

and customers (Kajalo and Lindblom 2016; Reynald and Elffers 2009). Customer service provided 
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professionally by sales staff to the floor will signal to customers that they are a part of a lawful and 

orderly shopping environment. Since deviant behavior would feel even more conspicuous in such 

an environment, this would heighten the subject’s awareness of potential legal repercussions for 

even a petty crime such as shoplifting, which in turn increases their expected severity of 

punishment, thereby deterring them from any deviant behavior. Following this logic, the greeting 

message that would be played by our sensor greeting bells would simulate the initial social 

interaction between onsite staff and customers. This could foster social control even if there is no 

actual onsite staff. 

In summary, our study is primarily interested in the impact of two technological 

interventions, CCTV surveillance, and sensor greeting bells, on consumer behavior in an 

unmanned retail environment. The deterrent qualities of these two technological interventions can 

be classified under formal and informal surveillance respectively within the CPTED framework as 

described above.  

2.2.3 CCTV Surveillance 

To better understand how CCTV surveillance technology influences subjects, we look into 

Foucault (1977)’s work on governmentality and disciplinary practice, which relies on the 

‘Panopticon’ in depicting surveillance in society. The Panopticon has since been often invoked 

when discussing the theoretical and social significance of CCTVs in modern society (Norris 2005). 

The Panopticon, designed by Bentham in the eighteenth century (Koskela 2000), is a model 

prison that utilizes an optical-mechanical technique that enables an unseen observer to observe any 

inmate in prison cells on the periphery of a circular building. Consequently, while it is still 

physically impossible for a single observer to observe all prison cells at once, the inmates are 

always, potentially, under the gaze of a warden in the central tower (Driver 1985). The spread of 
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the CCTV has been described as the dispersal of an ‘electronic panopticon’. CCTVs, like 

Bentham’s Panopticon, presents power to the observed in a form that is ‘visible and unverifiable’ 

(Fyfe and Bannister 1996). 

Visibility of the central tower refers to the fact that just as any inmate can see the central 

tower from which he is being spied upon at all times, so too anybody in a city with CCTVs 

deployed can see the cameras overhead and street signs proclaiming their presence. Unverifiability 

refers to the fact that inmates never know whether they are being observed at any moment, but are 

aware that they may always be so, just as anyone within the coverage of CCTV would never know 

if security personnel in the control room are looking at them at a given moment, but may always 

be so.  

Visibility and unverifiability lie at the heart of how the surveillance gaze in Bentham’s 

Panopticon can effectively fulfill its purpose and control its subjects. Foucault had observed that 

the Panopticon’s main purpose is “to induce in the inmate a state of conscious and permanent 

visibility that assures the automatic functioning of power”. The CCTV, like Bentham’s 

Panopticon, is particularly effective at exerting surveillance as the CCTV is also a mechanism that 

'automatizes and disindividualizes power' (Foucault 1977). This mechanism could cause subjects 

to enter a state of perceived constant surveillance. This state of perceived constant surveillance 

within the subject causes the CCTV’s role as a crime deterrent to always be functional, even when 

the individual is not consciously aware of the CCTV. Both CCTV proponents and Bentham claim 

that the result of such intensive surveillance is the deterrence of unlawful behavior through the 

possibility of rapid intervention at any moment. 

Koskela (2000) observed that panoptic surveillance can be so effective such that there is 

no need for physical intervention. As Foucault (1980) puts it: ‘There is no need for arms, physical 
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violence, material constraints. Just a gaze.’ Being constantly aware of being controlled by invisible 

overseers leads to the internalization of control. While the Panopticon seemingly works by keeping 

the body entrapped, it is in fact targeted at the psyche. It is this control of the subject’s psyche, that 

results in effective physical control. When successful, subjects regulate their behavior even when 

seemingly unnecessary due to the creation of a bad conscience within them. They became subject 

to this bad conscience, which effectively exercises power over their physical selves. The panoptic 

condition of video surveillance imposes self-vigilance. This internalization of control then results 

in an easy and effective exercise of power (Foucault 1980). 

It is this proposition regarding the effectiveness of the panoptic surveillance put forth by 

Foucault that we seek to validate as part of our study on the impact of technological interventions 

on consumer behavior in an unmanned retail environment.  

2.2.4 Technology and Privacy Concerns 

Clarke (1999) identified four dimensions of privacy: privacy of a person, personal behavior 

privacy, personal communication privacy, and personal data privacy. Today, as most 

communications are digitized and stored as information, personal communication privacy and data 

privacy can be merged into the construct of information privacy (Bélanger and Crossler 2011). 

Most studies have used one of two instruments to measure privacy concerns: concern for 

information privacy (CFIP) or internet user’s information privacy concerns (IUIPC). Smith et al. 

(1996)’s CFIP construct identified four dimensions of information privacy: collection, 

unauthorized secondary use, improper access, and errors. A few years later, the IUIPC construct 

adopted the CFIP in the internet context and included three dimensions: control, awareness, and 

collection (Malhotra et al. 2004). IUIPC can be conceptualized as the degree to which a user is 
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concerned about marketers' collection of personal information, the user's control over the collected 

information, and the user's awareness of how the collected information is used. 

Information technology is driving many concerns (and some solutions) related to 

information privacy. Advances in the technical capabilities to collect, store and search large 

quantities of data concerning phone conversations, internet searches, emails, and location history, 

etc., have led to concerns about seemingly unbounded options for collecting, processing, 

distributing, and using personal information (Smith et al. 2011). Specifically, with the advent of 

advanced information and communications technologies, data can be collected, aggregated, and 

analyzed at a faster pace and in a larger volume than ever (Malhotra et al. 2004). Further, data can 

be collected without individuals’ awareness (Soliman et al. 2006). This evolution has led to the 

emergence of data-centric business models, as exemplified by Big Tech (Google, Amazon, 

Facebook, Microsoft, Apple) and described in detail by Zuboff (2019) under the label 

“surveillance capitalism”. 

Surveillance technology invokes privacy concerns perhaps more directly than any other 

type of technology because surveillance equipment, by its very nature, is designed to enable a 

surveillant to observe that which the subject does not want to be observed (Kearns 1998). 

Furthermore, although privacy concerns stemming from surveillance activity traditionally involve 

government intrusion, private actors increasingly have access to surveillance equipment and the 

ability to invade individuals' privacy (Kearns 1998). Hence, we would expect that privacy concerns 

pertaining to surveillance technology would impact how consumers choose to interact with the 

unmanned retail shelves. For example, consumers could choose to avoid interacting with the 

unmanned retail shelves altogether due to privacy concerns caused by the presence of surveillance 

technology.  
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By definition, the surveillance technology discussed in the previous paragraphs would be 

classified under formal surveillance within the CPTED framework. Informal surveillance, by its 

definition, utilizes ‘natural’ aspects that would be much less likely to invoke privacy concerns. 

2.2.5 Assurance Theory 

Assurance implies a situation in which security is sound and the system provides trust and 

confidence in the organization’s security and privacy practices (Spears et al. 2013). In a retail 

context, where assurance is geared towards winning consumer trust (Ray et al. 2011), the 

perception of the effectiveness of measures is as important as the actual effectiveness of the 

measures. In these specific contexts, assurance can be achieved through the implementation of 

safety nets such as legal recourse, guarantees, and regulations (McKnight et al. 1998; Shapiro 

1987; Zucker 1986).  

A key aspect of assurance is taking (and showing to take) measures to address all known 

vulnerabilities, either by removing them or counteracting them through various security tools and 

techniques (Flechais et al. 2005). An example of such a technique used in assurance is guarantees 

built into websites, such as a 1-800 number (Gefen 1997). The purpose of security tools and 

techniques employed by online service providers is not only to provide security, but it is also often 

argued that the very presence of security tools and artifacts is a form of assurance that promotes 

trusting beliefs in users (Nöteberg et al. 1999).  

This impact of assurance on trusting beliefs is critical as establishing trust is one of the key 

challenges facing retail firms attempting to convert visitors to buyers. According to the conceptual 

framework developed by Schlosser et al. (2006), trusting intention is the behavioral aspect of trust 

that follows trusting beliefs, which is the cognitive aspect. To the extent that consumers are 

concerned about the risks of purchasing within an unmanned retail context through mobile 
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payment, trusting intentions will impact purchase intentions and therefore conversion rate. For 

example, the unmanned nature of unmanned retail shelves could give rise to potential transaction 

security concerns such as disputes as to whether a subject took more merchandise than what he or 

she had paid for. Another potential concern could be acts of vandalism on the merchandise itself. 

As unmanned retail shelves primarily offer snacks and beverages, acts of vandalism could 

potentially have disastrous consequences. For example, consuming a beverage that was tampered 

with could threaten the physical well-being of the consumer. Through the CCTV, which provides 

an accurate video record of all interactions with the unmanned retail shelf, assurance can be 

achieved. This would mitigate the transaction and merchandise related concerns discussed above. 

2.2.6 Social Presence Theory 

Social presence refers to the degree to which a medium allows a user to establish a personal 

connection with other users (Short et al. 1976). It represents the capability of a medium to allow a 

user to experience others as being psychologically present (Fulk et al. 1987). Studies have 

identified the important role of social presence in the context of Internet shopping. For example, 

Gefen and Straub (2003) have found that social presence enhances consumers’ trust, which in turn 

influences their purchase intentions.  

Typically, trust is built gradually through extensive ongoing interpersonal interactions that 

enable individuals to create reliable expectations of what other persons or organizations may do 

(Blau 1964; Luhmann 1979). However, the lack of these interpersonal interactions happens to be 

a key defining characteristic of e-commerce, as well as unmanned retail. What makes social 

presence particularly relevant in building consumer trust in our study is its ability to be embedded 

into retail scenarios even when there is no actual interaction with other people. For example, many 

websites include pictures of smiling people to convey a sense of personal, sociable, and sensitive 
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human contact (Gefen and Straub 2004). Argo et al. (2005) suggested that the presence of another 

person may satisfy the customer’s need for association, resulting in a decrease in negative emotions 

when compared to situations where no other individuals were present. 

According to Short et al. (1976), social presence is a subjective quality of the 

communication medium and relates to the social psychology concepts of intimacy (determined by 

physical distance, eye contact, smiling, and personal topics of conversation) and immediacy 

(determined by the medium’s capacity in transmitting information). Therefore, social presence can 

be a function of both verbal cues (e.g., tone of voice) and nonverbal cues (e.g., facial expression, 

direction of gaze, posture, dress). Hence, the welcome greeting generated by the sensor greeting 

bell when approached by subjects could act as a verbal cue. This could induce social presence 

within approaching subjects. 

2.3 RESEARCH MODEL AND HYPOTHESIS 

This study examines the impact of two technological interventions, CCTV surveillance 

systems, and sensor greeting bells, on consumer behavior in an unmanned retail environment. In 

an unmanned retail environment, the lack of onsite human staff results in a lack of deterrent to 

customer theft for the retail shelf. Unmanned retail also results in a reduction of social interaction 

for customers as there is no longer any onsite staff to interact with. By introducing the two 

technological interventions, CCTV surveillance and sensor greeting bells, we are interested in the 

effectiveness of these two technological artifacts to fulfill tasks once performed by onsite staff and 

evaluate their impact on consumer behaviors. Specifically, the impact of formal and informal 

surveillance on consumer behavior is investigated in terms of customer theft rate, customer 

approach rate, and customer conversion rate. We are then able to accurately quantify the overall 
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effectiveness and economic impact of different surveillance setups in an unmanned retail 

environment. 

The deterrent qualities of our two technological interventions, CCTV surveillance systems 

and sensor greeting bells, fall under the following two classifications, formal surveillance and 

informal surveillance, as described by the CPTED framework. We expect the CPTED framework 

and deterrence theory to help explain the impact of the two technological interventions on 

customer theft rates.  

As CCTV surveillance systems record video data of customers once they approach the 

unmanned retail shelf, this represents a potential information privacy risk. Customers’ inability to 

control potential secondary uses (Bélanger et al. 2002) of this video data will lead to potential 

information privacy concerns. We expect information privacy concerns to help explain the impact 

of the two technological interventions on customer approach rate. 

Finally, after customers approach the unmanned retail shelf, we expect CCTV surveillance 

systems and sensor greeting bells to induce different psychological responses, based on the 

different characteristics of the technological interventions. The different psychological responses 

induced by these characteristics can be explained by assurance and social presence theory 

respectively and will have an impact on customer conversion rate.  

Figure 2-1 below summarizes our research model. We theorize the main effects of formal 

and informal surveillance on approach rate, conversion rate, and theft rate, as well as the 

moderating effects of informal surveillance on formal surveillance. 
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Figure 2-1: Research model 
Figure 2-2 below summarizes our theorizing framework. We theorize the main effects of 

formal and informal surveillance on approach rate, conversion rate, and theft rate, through the 

theories reviewed such as privacy, assurance, deterrence, CPTED, and social presence. 

 

Figure 2-2: Theorizing Framework 

2.3.1 Customer Approach Rate 

We define the customer approach rate as the ratio of the total number of subjects that 

approach and display an active interest in the unmanned retail shelf to the total number of subjects 

that passed by the retail shelf. We categorize subjects who had stopped in front of the retail shelf 

for more than five seconds as approaching subjects. The customer approach rate reflects the 

effectiveness of the retail environment in capturing interest from potential customers to interact 
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with the retail shelf. Customer approach rate is an important measure since approaching the retail 

shelf is an intermediate state for all paying customers. 

In our study, CCTV surveillance technology could be a cause for information privacy 

concerns due to its capabilities to collect and store video data of the subject. In terms of the three 

IUIPC dimensions, the presence of CCTV cameras indicates to subjects that video data about them 

will be collected once they approach the unmanned retail shelf. Once the video data is collected, 

the subject has neither control over the collected information nor awareness of how the collected 

information is used.  

Hence, approaching an unmanned retail shelf equipped with CCTV surveillance 

technology could expose users to information privacy risks. To avoid exposure to this potential 

information privacy risk, users might simply choose to not approach these unmanned retail shelves 

altogether. In doing so, these users can then avoid being recorded by the CCTV camera, thus not 

risk exposure to information privacy risks. Therefore, we argue that information privacy concerns 

caused by CCTV cameras would directly impact the customer approach rate of an unmanned retail 

shelf. Hence, we propose the following: 

H1a: The presence of CCTV surveillance is negatively associated with customer 

approach rate 

Compared to CCTV surveillance systems, which record and collect video data, sensor 

greeting bells do not collect data on a potential customer as he or she approaches it. Since no 

collection of personal information takes place, sensor greeting bells will not be perceived as a 

privacy risk by potential customers. Therefore, privacy concerns would not cause customers to 

avoid an unmanned retail shelf that implements only sensor greeting bells. On the contrary, the 

greeting message played by the sensor greeting bell when subjects walk by could act as an auditory 
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cue that evokes a sense of social presence within subjects. This social presence could interest 

potential customers to stop at the retail shelf and further investigate. Hence, we propose the 

following:  

H1b: The presence of sensor greeting bells is positively associated with customer 

approach rate 

As discussed, the presence of sensor greeting bells may evoke a sense of positive social 

presence through a friendly greeting message. Besides gathering interest from potential customers 

and encouraging them to investigate, positive social presence may result in a decrease in negative 

emotions by satisfying subjects’ need for association. This decrease could apply to the negative 

emotions within potential customers caused by the possibility of unauthorized secondary use and 

improper access to personal information by the retailer. Ultimately, the presence of sensor greeting 

bells would reduce negative emotions, causing potential customers to be less concerned about the 

information privacy risk they are exposing themselves to when a CCTV camera is present. This 

would reduce the information privacy concerns caused by the CCTV camera. Hence, we propose 

the following:  

H1c: The negative effect the presence of CCTV surveillance has on customer approach 

rate is weaker when sensor greeting bells is also present 

2.3.2 Customer Conversion Rate 

We define the customer conversion rate as the ratio of the total number of converted 

customers who paid for goods to the total number of customers that approached the retail shelf. 

We categorize subjects who had successfully paid for bottled water through WeChat Pay as 

converted customers. The customer conversion rate reflects the effectiveness of the retail 

environment in converting potential customers into paying customers. Customer conversion rate 
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is a function of purchase actions by customers at a retail shelf, which in turn reflects the trusting 

intentions of customers towards the said retail shelf.  

Due to the unmanned and novel nature of the retail shelf, there could be greater uncertainty 

associated with the transaction and merchandise security of unmanned retail shelves. In the case 

of transaction security, as there are no longer any cashiers present to verify that payment had been 

made by the customer and received by the retailer, this increases the risk of potential payment 

disputes. The risk for potential disputes remains even though customers who paid through WeChat 

Pay would have an electronic record of the payment made. This is because the electronic record 

only proves that payment was made but does not prove that the customer did not take more items 

than what he or she paid for. Given the relatively frequent occurrences of theft at unmanned retail 

shelves, the lack of payment verification could lead to potential disputes and accusations for 

innocent, paying customers.  

In the case of merchandise security, the unmanned nature of the retail shelf could provide 

opportunities for bad actors to tamper with the merchandise. The risk that the merchandise might 

have been tampered with could discourage customers from buying and consuming merchandise 

from the unmanned retail shelf. 

To mitigate the increased uncertainty, we investigate how surveillance technology can 

reduce both types of perceived security risks. We argue that video surveillance can address the 

increase in perceived security risk through an assurance mechanism. For example, a customer 

concerned about transaction security risk could choose to complete all transactions in front of the 

CCTV camera, such that a video record of the transaction is kept. The availability of video records 

will provide assurance to the customer that transaction disputes can be objectively resolved should 

they arise, thereby mitigating perceived transaction security risks. The presence of CCTV will also 
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deter bad actors from tampering with the merchandise, thereby mitigating perceived merchandise 

security risks. Ultimately, the assurance resulting from the presence of the CCTV will mitigate 

increased uncertainty within customers that is a result of the novel nature of the unmanned retail 

shelf. The mitigation of this uncertainty will reduce perceived security risks and have a positive 

impact on purchase intentions and therefore the conversion rate. Hence, we propose that: 

H2a: The presence of CCTV surveillance is positively associated with customer 

conversion rate  

When a customer walks by an unmanned retail shelf that has a sensor greeting bell, the 

motion triggers the sensor greeting bell, causing an audio greeting message to be played. This 

allows a customer to experience customer service staff as being psychologically present. While 

this psychological presence is only experienced briefly, we argue that this effect is especially 

pronounced since social presence is effectively nil at an unmanned retail shelf otherwise. Thus, we 

expect that the presence of sensor greeting bells at these unmanned retail shelves results in higher 

levels of social presence. As discussed in the previous section, Gefen and Straub (2003) found in 

their study that social presence enhances consumer trust. As subjects place greater trust in the 

retailer, this will help to mitigate the increased uncertainty associated with the novel nature of the 

unmanned retail shelf. This would then increase the conversion rate. Hence, we propose that:  

H2b: The presence of sensor greeting bells is positively associated with customer 

conversion rate 

From a conversion rate and purchase intention perspective, the goal of the retailer is to 

build consumer trust with respect to the consumer experience. As discussed in the previous section, 

this is a challenge in unmanned retail as compared to traditional retail due to the lack of 

interpersonal interaction.  
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The implementation of sensor greeting bells evokes a social presence that is expected to 

enhance consumer trust. CCTV surveillance systems, on the other hand, improve consumer trust 

through an assurance mechanism. As observed by Wood et al. (2006), one of the benefits of 

surveillance was that citizens could expect their rights to be respected because there were protected 

by accurate records. As discussed, accurate records could then reduce perceived transaction 

security risk. 

In situations where both CCTV surveillance and sensor greeting bells are implemented, we 

argue that the triggered greeting message from the sensor greeting bell would help CCTV 

surveillance provide even stronger assurance that transaction disputes can be objectively resolved. 

While CCTV surveillance provides assurance that retailers have the data and thus the ability to 

objectively resolve transaction disputes, it does not assure customers that the retailer will utilize 

the video data impartially. When sensor greeting bell is also present, the triggered welcome 

greeting played enhances consumer trust through social presence. This enhanced consumer trust 

helps assure customers that video data is not only collected but will also be used objectively in the 

event of a dispute. We argue that this would lead to increased mitigation of perceived transaction 

security risk and ultimately result in an increase in conversion rate. Hence, we propose the 

following: 

H2c: The positive effect the presence of CCTV surveillance has on customer conversion 

rate is stronger when sensor greeting bells is also present 

2.3.3 Customer Theft Rate 

We define the customer theft rate as one minus the ratio of the total number of subjects 

who paid for goods to the total number of subjects who removed goods from the retail shelf 

(including both subjects who had and had not paid). We categorize subjects who took merchandise 
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without making payment as thieving subjects. Customer theft presents a significant problem for 

retailers financially, both in terms of shrinkage costs and required investment in additional retail 

security. Increases in shoplifting have been attributed to modern retailing practices—for example, 

open displays and self-service (Bannister 1979; D'Alto 1992), and a retail setting which provides 

opportunities for shoplifting coupled with low risks of apprehension (Ekblom 1986; Lo 1994; 

Nelson et al. 1996; Shapland 1995).  

An unmanned retail shelf with neither formal nor informal surveillance could represent a 

modern retail setting with almost zero risk of apprehension. With no onsite staff nor surveillance 

interventions, there would be neither witnesses nor evidence that could incriminate an offender. 

According to deterrence theory, this low risk of apprehension would substantially increase the 

likelihood of theft.  

By introducing CCTV surveillance systems, a form of formal surveillance, into the 

unmanned retail environment, potential shoplifters will find it riskier to commit shop theft since 

their actions will be captured and recorded by the CCTV. So long as the recorded video data is 

properly managed, it could be used by law enforcers at any point in the future, either as information 

used to identify violators or as the evidence required to incriminate suspects. This threat will 

increase potential violators’ perceived apprehension risk, and correspondingly increase perceived 

certainty of punishment, from near-nil levels. According to deterrence theory, the rate of 

commission of a particular offense varies inversely with the certainty of punishment for that crime 

(Gibbs 1968), thus it follows that the implementation of the CCTV would reduce the likelihood of 

theft. Thus, we propose the following:  

H3a: Presence of CCTV surveillance is negatively associated with theft rate 
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In this study, we also introduced a second technological intervention, which is a sensor 

greeting bell that triggers a greeting message whenever a subject walks by the unmanned retail 

shelf. The sensor greeting bell acts as a form of informal surveillance by fostering positive social 

control through the greeting message. Since the greeting message is triggered upon subjects 

passing by the shelf, it would cause subjects to perceive that the greeting message was triggered 

because the unmanned retail shelf system was aware of the subjects’ presence. This then increases 

the subject’s perceived apprehension risk and certainty of punishment. Additionally, the positive 

social control exerted by the greeting message would heighten subjects’ awareness of potential 

legal repercussions for even petty offenses such as shoplifting, and therefore the expected severity 

of punishment associated with the crime. The increase in perceived certainty and expected severity 

of punishment leads to a deterrence effect on criminal intent. This in turn reduces the likelihood 

of theft. Thus, we propose the following:  

H3b: Presence of sensor greeting bells is negatively associated with theft rate 

While both CCTV cameras and sensor greeting bells increase the subject’s perceived 

apprehension risk, the true effectiveness of CCTV cameras as a deterrent lies within the 

surveillance gaze described in the previous section, which induces a ‘state of conscious and 

permanent visibility’ within subjects. On the contrary, the sensor greeting bell achieves informal 

surveillance through positive social control, which pressures subjects into abiding by social norms, 

making them less likely to engage in deviant behaviors. We argue that the two mental states are 

mutually exclusive, meaning that the positive psychological state induced by the sensor greeting 

bell’s friendly greeting message might interrupt the state of constant intensive surveillance that 

CCTV cameras might otherwise induce. Hence, combining formal and informal surveillance could 

in practice lead to lower effective deterrence. To better understand how interference might occur, 
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we compare the different mechanisms through which formal and informal surveillance achieves 

deterrence below. 

As discussed in the previous section, CCTV surveillance systems deter unlawful behavior 

through the ‘surveillance gaze’, which threatens the possibility of rapid intervention at any 

moment. This results in a psychological state of being controlled by invisible overseers within 

customers. This then creates a self-regulating mechanism within customers that can be described 

as a bad conscience. This bad conscience represents an internalization of the control exerted by 

the CCTV surveillance system. Once internalized, the deterrent effect of the CCTV surveillance 

system becomes automatically functioning and permanent, which is what makes CCTV 

surveillance so effective at deterring deviant behavior. 

 Informal surveillance, on the other hand, works through social control methods such as 

fostering positive social interaction between sales staff and customers, or in the case of our study, 

a greeting message from a sensor greeting bell. We argue that the positive emotional response 

resulting from the social presence generated by the sensor greeting bell directly interferes with the 

effectiveness of a CCTV surveillance system in achieving a psychological state of intensive 

surveillance. A customer that just received a friendly greeting message, would be momentarily 

relieved of the intense psychological pressure exerted by CCTV surveillance. Even though the 

relief is only temporary and psychological (since the CCTV continues to record regardless of the 

greeting), it disrupts the effectiveness of the CCTV by rendering less salient subjects’ perception 

of permanent visibility. As a result, a CCTV surveillance system would be less effective in 

deterring potential violators when there is a sensor greeting bell playing a greeting message.  

In the context of our study, a subject that passes by an unmanned retail shelf with CCTV 

would experience a negative emotion since he or she would be subjected to the intense 
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psychological pressures of being watched once he or she is aware of the presence of the CCTV, 

either through noticing the prominently placed CCTV itself or seeing the signboard announcing 

that the area is under CCTV surveillance. However, if at this time, a friendly greeting message is 

played by a sensor greeting bell, the positive emotion that is induced by the greeting message 

would counteract the negative emotion that is induced by the psychological pressures of being 

watched. This effectively alleviates the psychological pressures of being watched within the 

subject, which results in the CCTV having a weaker deterrence effect on criminal intent. Therefore, 

we propose that:  

H3c: The negative effect the presence of CCTV surveillance has on theft rate is weaker 

when sensor greeting bell is present 

2.4 METHODOLOGY 

The hypotheses proposed in the present study were tested through a field experiment with 

a 2 × 2 full-factorial between-subjects design (i.e., CCTV surveillance system × sensor greeting 

bell). To avoid the confounding of implied surveillance caused by the presence of experimenters 

in a lab setting with our manipulation of formal and informal surveillance, we adopted a field 

experiment methodology. Additionally, since we are trying to understand the impact of 

implementing technological interventions, the realism of the experiment is important. Hence for 

our experiment, natural, field, or artifactual experiments are preferred (Gupta et al. 2018). 

2.4.1 Experimental Setup 

We conducted our field experiment using unmanned retail shelves that would primarily 

sell bottled water by partnering with a local bottled water company. Each unmanned retail shelf 
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would have four shelf levels, housing anywhere up to 96 bottles of water. Each bottle of water 

would retail at 1.5 RMB, the prevailing price for a small bottle of water in the nearby supermarkets.  

Each unmanned shelf would be assigned to one of the four treatment conditions, 1. Formal 

surveillance with CCTV only 2. Informal surveillance with sensor greeting bell only 3. Both 

CCTV and sensor greeting bell 4. Control. 

  

 

Figure 2-3 shows an unmanned retail shelf under the third treatment condition, where both 

the sensor greeting bell as well as CCTV are present. In the first treatment condition, only the 

CCTV and the signboard stating that the area is under CCTV surveillance are present. In the second 

treatment condition, only the sensor greeting bell is present. In the control condition, neither the 

CCTV nor the sensor greeting bell is present. 

For the CCTV treatment, the CCTV camera is mounted above the shelf but remains 

prominent due to its size and contrast with the white walls it is mounted against. In addition, the 

Sensor 
greeting bell

CCTV

Signboard 
reminding 
subjects that 
this area is 
under CCTV 
surveillance

Figure 2-3: An Unmanned Retail Shelf 
with both Sensor Greeting Bell and 

CCTV 

Figure 2-4: QR Code with 4-step Payment 
Instructions 
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signboard explicitly stating that the area is under CCTV surveillance is placed next to the retail 

shelf at eye level (see Figure 2-3). The CCTV camera is active 24/7 during our experiment. 

For the sensor greeting bell treatment, the sensor greeting bell is placed under one of the 

shelves below eye level, such that it can only be heard and not seen. The sensor greeting bell’s 

motion sensor activates a welcome message whenever a subject walks by the vicinity of the 

unmanned retail shelf. 

These unmanned retailed shelves are deployed in hostel buildings of a university, providing 

convenience to subjects who want to purchase bottled water but do not wish to walk all the way to 

the supermarket. A subject that wishes to purchase a bottle of water only needs to scan a QR code 

for payment through WeChat Pay, one of the most popular mobile payment platforms in China 

(Ma 2019). The QR Code to be scanned for payment will be prominently displayed on the top 

level of the shelf with a simple 4-step instruction – 1. Scan 2. Pick 3. Pay 4. Take (see Figure 2-4). 

Every scan or payment through the QR code is recorded on the payment system with a timestamp 

and payment amount (if any). After payment, subjects can then pick and take a bottle of water 

from the unmanned retail shelf by themselves. 

The 4-step instructions for payment are present in all conditions, however, there are neither 

physical restrictions nor onsite staff that could stop subjects from freely taking bottled water from 

the shelves without payment should they choose to. The presence/absence of formal/informal 

surveillance in the form of CCTV and sensor greeting bells under different treatment conditions 

causes subjects to experience different levels of psychological deterrence that could discourage 

them from taking the bottled water without making payment. The proportion of subjects who chose 

to take bottled water from the shelves without making any payment is then defined as the theft rate 

associated with that particular unmanned retail shelf. 
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Besides psychological deterrence for the potential shoplifters, the presence of surveillance 

artifacts could also present privacy concerns or transaction security assurances, which could 

impact the customer approach or conversion rates respectively. 

2.4.2 Experimental Location 

A university town living area in China was selected to test our research model as student 

accommodations represent one of the most ideal deployment scenarios for unmanned retail 

shelves. University towns in China house the entire student undergraduate student population of a 

university, which amounts to tens of thousands of students. Yet, they have limited real estate for 

convenience stores. Supermarkets are usually located near cafeterias, which might require up to a 

fifteen-minute walk. Unmanned retail shelves represent an opportunity for retailers to service this 

previously underserved market. 

We selected 24 locations within the university town, with 6 locations for each of our 4 

treatment groups. Within each of the 4 treatment groups, 3 locations are only accessible to male 

students of that treatment group while 3 locations are only accessible to female students of that 

treatment group. We captured the interaction of each subject with the unmanned retail shelf using 

video cameras (hidden cameras are used for the control group and informal surveillance treatment 

group), including the number of subjects who walked past and approached the unmanned retail 

shelf. This information can be then used to calculate the approach rate and conversion rate. 

2.5 DATA ANALYSIS AND RESULTS 

2.5.1 Overview 

From 23 June 2020 to 12 July 2020, we deployed 24 unmanned retail shelves across 24 

different locations, or 6 locations for each of the 4 conditions from our experimental design. Over 
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the three weeks during which our unmanned retail shelf was deployed, we collected a total of 3000 

hours of video footage. In a random sampling of 50 video clips from the control group and informal 

surveillance treatment group, we do not encounter video clips whereby the subjects are found to 

have noticed the hidden cameras. 

We analyzed the 3000 hours of video footage using a combination of video analytics 

techniques and manual labeling. Specifically, we extracted the relevant video clips along with the 

number of subjects (traffic count) within the video clips using an implementation combining the 

DeepSort and YOLO algorithms (Zhang et al. 2019). We then extracted the total approaching 

subjects (approach count) through manual labeling of the relevant video clips. Payment data was 

obtained from the payment system, while the total number of bottles of water taken were obtained 

from daily inventory checks for each unmanned retail shelf. 

A total of 754 bottles of water were taken from the unmanned retail shelves during which, 

there were 59157 passersby, 2635 approaching subjects, and 594 payments made. Table 2-1 shows 

a summary of the transaction information across different experimental conditions. 
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Table 2-1: Aggregate Rate Summary 

Condition 
Gender/ 
Location 

Number of 
Approach 

Rate 
Conversion 

Rate 
Theft 
Rate Passersby Approaches 

Payment 
Made 

Bottles 
Taken 

CCTV Male 19433 259 96 105 1% 37% 9% 

Bell Male 2378 230 135 203 10% 59% 33% 

CCTV+ 
Bell Male 4492 543 80 89 12% 15% 10% 

Control Male 2762 250 44 78 9% 18% 44% 

Total Male 29065 1282 355 475 4% 28% 25% 
CCTV Female 7266 678 83 92 9% 12% 10% 

Bell Female 3887 130 37 41 3% 28% 10% 

CCTV+ 
Bell Female 15178 406 53 61 3% 13% 13% 

Control Female 3761 139 66 85 4% 47% 22% 

Total Female 30092 1353 239 279 4% 18% 14% 
  Total 59157 2635 594 754 4% 23% 21% 

 

To conduct the statistical analysis to test our hypothesis, we aggregated the approach rate, 

conversion rate, and theft rate to the daily level, hence the unit of analysis for our data is at the 

daily level from 23 June 2020 to 12 July 2020 for each of the 24 unmanned retailed stands. 

2.5.2 Analysis Strategy 

We conducted ANOVA, mediation analysis, and regression analysis in the following 

subsections to test our hypotheses and answer our research question – how would surveillance 

technology impact consumer behavior in an unmanned retail environment? We first conducted an 

ANOVA to test our hypotheses for the main effects and interaction effects of formal and informal 

surveillance on approach rate, conversion rate, and theft rate. We then conducted a mediation 

analysis to understand how approach rate, conversion rate, and theft rate might mediate the 

relationships between the surveillance technologies and economic outcomes.  
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Next, we conducted a series of regression analyses that also tested for the main effects and 

interacting effects of the surveillance technologies, as well as the mediating effects of approach 

rate, conversion rate, and theft rate on economic outcomes. While the ANOVA results make it 

easier to interpret the interaction effects, the regression analysis allows us to control for each retail 

shelf’s daily traffic count and to quantify effect sizes.  

2.5.3 ANOVA Results on Approach Rate 

ANOVA test was conducted to test the effects of CCTV and sensor greeting bell on theft 

rate. Results are shown in Table 2-2.  

Table 2-2: ANOVA Test – Main and Interaction Effects on Approach Rate 
Source df Mean square F Sig. 
CCTV 1 .110 14.521 .000 
SensorBell 1 .106 14.012 .000 
Gender 1 .145 19.150 .000 
SensorBell  CCTV 1 .007 0.872 .352 
CCTV  Gender 1 .053 6.926 .009 
SensorBell  Gender 1 .376 49.638 .000 
CCTV  SensorBell  Gender 1 .003 .453 .502 

          
ANOVA results showed CCTV significantly influenced approach rate (F(1, 149) = 14.52, 

p < 0.01); that is, approach rate is lower in unmanned retail locations where CCTV are present as 

compared to locations where CCTV are not present. Hence, H1a was supported.  

ANOVA results showed sensor greeting bells significantly influenced approach rate (F(1, 

149) = 14.01, p < 0.01); that is, approach rate is higher in unmanned retail locations where sensor 

greeting bells are present as compared to locations where sensor greeting bells are not present. 

Hence, H1b was supported. 

ANOVA results also showed that gender significantly influenced approach rate (F(1, 149) 

=19.15, p < 0.01); that is, approach rate is higher in unmanned retail locations accessible to only 

male subjects compared to locations accessible only to female subjects.  
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There was no significant interaction effect between CCTV and sensor greeting bells (F(1, 

149) = 0.87, p > 0.1); hence, H1c was not supported.  

There was a significant interaction effect between CCTV and gender (F(1, 149) = 6.93, p 

< 0.01) as well as sensor greeting bell and gender (F(1, 149) = 49.64, p < 0.01); that is, the main 

effect of CCTV and sensor greeting bells on approach rate is bigger for male subjects than female 

subjects. Figure 2-5 shows the interaction effects of CCTV and gender, as well as sensor greeting 

bell and gender on approach rate. Finally, there was no significant three-way interaction effect 

between CCTV, sensor greeting bells and gender (F(1, 149) = 0.45, p > 0.1) on approach rate. 

   

Figure 2-5: Interaction Effects between CCTV and Gender, and Sensor Greeting Bell and Gender 
on Approach Rate 

2.5.4 ANOVA Results on Conversion Rate 

ANOVA test was conducted to test the effects of CCTV and sensor greeting bell on 

conversion rate. Results are shown in Table 2-3.  
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Table 2-3: ANOVA Test – Main and Interaction Effects on Conversion Rate 
Source df Mean square F Sig. 
CCTV 1 .643 12.102 .001 
SensorBell 1 .043 .806 .371 
Gender 1 .130 2.450 .120 
SensorBell  CCTV 1 .755 14.205 .000 
CCTV  Gender 1 .295 5.560 .020 
SensorBell  Gender 1 .675 12.693 .000 
CCTV  SensorBell  Gender 1 1.296 24.389 .000 

     

ANOVA results showed CCTV significantly influenced conversion rate (F(1, 149) = 12.10, 

p < 0.01); that is, conversion rate is lower in unmanned retail locations where CCTV are present 

as compared to locations where CCTV are not present. However, the main effect is significant in 

the opposite direction as we had hypothesized, hence, H2a was not supported.  

Sensor greeting bell was found to not have a significant effect on conversion rate (F(1, 149) 

= 0.81, p > 0.1); that is, there is no significant difference in conversion rate between locations 

where sensor greeting bells are present and where sensor greeting bells are not present. Hence, 

H2b was not supported. 

ANOVA results also showed that gender did not significantly influence conversion rate 

(F(1, 149) = 2.45, p > 0.1); that is, conversion rate did not show a significant difference between 

unmanned retail locations accessible to only male subjects compared to locations accessible only 

to female subjects.  

There was a significant interaction effect between CCTV and sensor greeting bell (F(1, 

149) = 14.21, p < 0.01); that is, the main effect of CCTV on conversion rate is bigger when sensor 

greeting bells are also present. However, as the main effect of CCTV surveillance on conversion 

rate is negative instead of positive, H2c is not supported. Figure 2-6 shows the interaction effects 

of CCTV and sensor greeting bells on conversion rate.  
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Figure 2-6: Interaction Effects between CCTV and Sensor Greeting Bell on Conversion Rate 
 

There was a significant interaction effect between CCTV and gender (F(1, 149) = 5.56, p 

< 0.05); that is, the main effect of CCTV on conversion rate is bigger for female subjects than 

male subjects. There was a significant interaction effect between sensor greeting bells and gender 

(F(1, 149) = 12.69, p < 0.01) on conversion rate. Figure 2-7 shows the interaction effects between 

CCTV and gender, and sensor greeting bell and gender on conversion rate. 
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Figure 2-7: Interaction Effects between CCTV and Gender, and Sensor Greeting Bell and Gender 
on Conversion Rate 

 

Finally, there was a significant three-way interaction effect between CCTV, sensor greeting 

bells, and gender (F(1, 149) = 24.39, p < 0.01) on conversion rate. Figure 2-8 shows the three-way 

interaction effects on conversion rate. 
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Figure 2-8: Three-way Interaction Effects between Gender, CCTV, and Sensor Greeting Bell on 
Conversion Rate 

2.5.5 ANOVA Results on Theft Rate 

ANOVA test was conducted to test the effects of CCTV and sensor greeting bell on theft 

rate. Results are shown in Table 2-4.  

Table 2-4: ANOVA Test – Main and Interaction Effects on Theft Rate 

Source df Mean 
square F Sig. 

CCTV 1 .646 14.569 .000 
SensorBell 1 .048 1.089 .298 
Gender 1 .308 6.946 .009 
SensorBell  CCTV 1 .115 2.590 .110 
CCTV  Gender 1 .397 8.961 .003 
SensorBell  Gender 1 .017 .389 .534 
CCTV  SensorBell  Gender 1 .061 1.376 .243 

          

ANOVA results showed CCTV significantly influenced theft rate (F(1, 149) = 14.57, p < 

0.01); that is, theft rate is lower in unmanned retail locations where CCTV are present as compared 

to locations where CCTV are not present. Hence, H3a was supported.  
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Sensor greeting bell was found to not have a significant effect on theft rate (F(1, 149) = 

1.09, p > 0.1); that is, there is no significant difference in theft rate between locations where sensor 

greeting bells are present and where sensor greeting bells are not present. Hence, H3b was not 

supported. 

ANOVA results also showed that gender significantly influenced theft rate (F(1, 149) = 

6.95, p < 0.01); that is, theft rate is higher in unmanned retail locations accessible to only male 

subjects compared to locations accessible only to female subjects.  

There was no significant interaction effect between CCTV and sensor greeting bells (F(1, 

149) = 2.59, p > 0.1), hence, H3c was not supported.  

 There was a significant interaction effect between CCTV and gender (F(1, 149) = 

8.96, p < 0.01); that is, the main effect of CCTV on theft rate is bigger for male subjects than 

female subjects. Figure 2-9 shows the interaction effects of CCTV and gender on theft rate, as well 

as the interaction effects of sensor greeting bells and gender on theft rate. 

  

Figure 2-9: Interaction Effects between CCTV and Gender, and Sensor Greeting Bell and Gender 
on Theft Rate  
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There were no significant interaction effects between sensor greeting bell and gender (F(1, 

149) = 0.39, p > 0.1) or three-way interaction effects between CCTV, sensor greeting bell and 

gender (F(1, 149) = 1.38, p > 0.1) on theft rate. 

2.5.6 Mediation Test Results 

A mediation analysis was conducted following Baron and Kenny (1986)’s method with 

approach, conversion, and theft rate as the mediating variables, CCTV and sensor greeting bell as 

the independent variables, and revenue and gross profit as the dependent variables as shown in 

Figure 2-10 below.  

 

Figure 2-10: Mediation Analysis Model 
 

Results in Table 2-5 show the results for the direct effects of Paths a, b, c, and c’ in Figure 

2-10 for CCTV as the IV. Path a is significant for the mediators approach rate, conversion rate, 

and theft rate on both revenue and gross profit. Path b is significant for the mediators approach 

rate, conversion rate, and theft rate on revenue when controlled for the IV. Path b is significant for 

the mediator’s conversion rate and theft rate but not approach rate for gross profit when controlled 

for the IV. Hence approach rate does not mediate the impact of CCTV on gross profit.  
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Table 2-5: Mediation Test Results for CCTV – Direct and Total Effects 
  IV = CCTV, DV = Revenue  IV = CCTV, DV = Gross Profit 
 Path b df2 t p  b df2 t p 

Effect of IV on 
mediator                    
Approach rate a -0.05 154 -3.20 0.0017  -0.05 154 -3.20 0.0017 
Conversion rate a -0.14 154 -3.15 0.0019  -0.14 154 -3.15 0.0019 
Theft rate a -0.15 154 -4.27 0.0000  -0.15 154 -4.27 0.0000 
           
Effect of IV and 
mediator on DV           
IV c' 0.75 151 1.14 0.2573  0.39 151 0.87 0.3845 
Approach rate b 5.87 151 2.08 0.0390  2.68 151 1.40 0.1638 
Conversion rate b 7.32 151 6.66 0.0000  4.32 151 5.79 0.0000 
Theft rate b -3.53 151 -2.55 0.0117  -5.41 151 -5.77 0.0000 
           
Total effects           
IV c -0.04 154 -0.06 0.949  0.46 154 0.94 0.3467 

 

For both revenue and gross profit, while Path c’ is not significant, Path c is not significant 

as well, thus revealing an insignificant total effect. Although the total effect was insignificant, 

according to Hayes (2009) it is still possible for total effects that do not exist to be mediated if two 

or more indirect effects with opposite signs cancel each other producing an insignificant total 

effect. Table 2-6 shows the results for the indirect effects, Path a  b. Zero falls within the 

confidence intervals of only CCTV’s indirect effect on gross profit through approach rate, 

revealing that approach rate, conversion rate, and theft rate mediates the relationship between 

CCTV and revenue, while conversion rate and theft rate mediates the relationship between CCTV 

and gross profit. 

Table 2-6: Mediation Test Results for CCTV – Indirect Effects 
 IV = CCTV, DV = Revenue  IV = CCTV, DV = Gross Profit 

 Effect SE 
Lower 

CI 
Upper 

CI  Effect SE 
Lower 

CI 
Upper 

CI 
Total -0.80 0.53 -1.97 0.13  0.06 0.36 -0.67 0.72 
Approach rate -0.32 0.24 -0.92 -0.01  -0.14 0.13 -0.49 0.04 
Conversion rate -1.00 0.37 -1.80 -0.36  -0.59 0.22 -1.05 -0.20 
Theft rate 0.52 0.22 0.14 1.00  0.80 0.23 0.38 1.28 
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Results in Table 2-7 show the results for the direct effects of Paths a, b, c, and c’ in Figure 

2-10 for sensor greeting bell as the IV. Path a is significant for only the mediator approach rate on 

both revenue and gross profit. However, Path b is not significant for the mediator approach rate, 

on both revenue and gross profit when controlled for the IV. Hence approach rate does not mediate 

the impact of sensor greeting bell on the DVs.  

Table 2-7: Mediation Test Results for Sensor Greeting Bell – Direct and Total Effects 
  IV = Bell, DV = Revenue  IV = Bell, DV = Gross Profit 
 Path b df2 t p  b df2 t p 

Effect of IV on 
mediator                    
Approach rate a 0.05 154 3.09 0.0024  0.05 154 3.09 0.0024 
Conversion rate a -0.04 154 -0.82 0.4137  -0.04 154 -0.82 0.4137 
Theft rate a -0.03 154 -0.83 0.4095  -0.03 154 -0.83 0.4095 
           
Effect of IV and 
mediator on DV           
IV c' 1.51 151 2.48 0.0141  0.54 151 1.30 0.1970 
Approach rate b 3.37 151 1.21 0.2283  1.66 151 0.87 0.3880 
Conversion rate b 7.24 151 6.86 0.0000  4.25 151 5.85 0.0000 
Theft rate b -3.77 151 -2.92 0.0041  -5.58 151 -6.27 0.0000 
           
Total effects           
IV c 1.53 154 2.26 0.0253  0.64 154 1.33 0.1864 

 

Table 2-8 shows the results for the indirect effects, Path a  b. Zero falls within the 

confidence intervals of all the indirect effects, further confirming that there is no mediation effect 

for any of the mediators for the relationship between sensor greeting bell and the DVs. 

Table 2-8: Mediation Test Results for Sensor Greeting Bell – Indirect Effects 
 IV = Bell, DV = Revenue  IV = Bell, DV = Gross Profit 

 Effect SE 
Lower 

CI 
Upper 

CI  Effect SE 
Lower 

CI 
Upper 

CI 
Total 0.03 0.38 -0.65 0.86  0.10 0.30 -0.43 0.73 
Approach rate 0.18 0.19 -0.10 0.62  0.09 0.12 -0.10 0.36 
Conversion rate -0.27 0.31 -0.84 0.39  -0.16 0.18 -0.49 0.22 
Theft rate 0.11 0.15 -0.16 0.43  0.17 0.20 -0.23 0.57 
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2.5.7 Regression Test Results on Revenue and Gross Profit 

Besides approach rate, conversion rate, and theft rate, revenue, and gross profits are 

dependent variables with strong practical implications for our field experiment. Outcomes such as 

revenue and gross profit are relevant to companies deploying unmanned retail shelves as it informs 

them of the ultimate economic benefits that are associated with implementing surveillance 

technology together with the unmanned retail shelves. We first test the relationship between the 

independent variables and revenue as well as gross profit with the following regression models: 

 (1) 

 

 (2) 
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The first column of Table 2-9 shows the regression results of Equation (1) while the second 

column shows the regression results of Equation (2). From the regression results for both revenue 

and gross profit, we find that the coefficients for conversion rate and sensor greeting bell to be 

positive and significant. We find that the coefficients for theft rate to be negative and significant. 

We find that the coefficients for the interaction effects between sensor greeting bell and CCTV, 

and sensor greeting bell and gender to be negative and significant. The coefficients for approach 

rate, traffic count, gender, and CCTV were not significant. 
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Table 2-9: Revenue and Gross Profit Estimation Results 
  (1) (2) 
VARIABLES Revenue Gross profit 
      
Approach rate 2.089 1.446 

 (3.771) (2.617) 
Conversion rate 6.725*** 3.727*** 

 (1.170) (0.812) 
Theft rate -3.018** -4.895*** 

 (1.389) (0.964) 
Traffic count -0.001 -0.001 

 (0.003) (0.002) 
Gender -1.233 -0.447 

 (1.050) (0.729) 
Sensor greeting bell 4.136*** 1.986** 

 (1.270) (0.882) 
CCTV -0.310 0.484 

 (1.459) (1.012) 
Sensor greeting bell  CCTV -2.868* -2.095** 

 (1.527) (1.060) 
Sensor greeting bell  Gender -3.199** -2.248** 

 (1.493) (1.036) 
CCTV  Gender 1.381 -0.042 

 (1.411) (0.979) 
Sensor greeting bell  Traffic count 0.002 0.002 

 (0.002) (0.002) 
CCTV  Traffic count 0.003 0.001 

 (0.003) (0.002) 
Constant 2.716** 2.074** 

 (1.171) (0.812) 

   
Observations 157 157 
R-squared 0.406 0.406 
Standard errors in parentheses   
*** p<0.01, ** p<0.05, * p<0.1   
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2.5.8 2-stage Regression Results on Approach Rate, Conversion Rate, and Theft Rate 

To better understand the impact of the treatments, we also conducted a 2-stage regression 

analysis. We first obtain predicted values of approach rate, conversion rate, and theft rate through 

the following regression models: 

 (3) 

 (4) 

 (5) 
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The three columns of Table 2-10 show the regression results of Equations (3), (4), and (5) 

respectively. The results were also used to test our hypotheses proposed. From the first column of 

the regression results for approach rate, we find that the coefficient for CCTV to be negative and 

significant, while the coefficient for sensor greeting bell to be positive and significant. Thus, both 

H1a and H1b were supported. The coefficient for the interaction effect between CCTV and sensor 

greeting bells was marginally significant but negative, thus H1c was not supported. 

From the second column of the regression results for conversion rate, we find that the 

coefficient for CCTV to be positive and marginally significant, while the coefficient for sensor 

greeting bell to be positive and significant. Thus, both H2a and H2b were supported. The 

coefficient for the interaction effect between CCTV and sensor greeting bells was significant but 

negative, thus H2c was not supported. 

From the third column of the regression results for theft rate, we find that the coefficient 

for CCTV to be negative and significant, while the coefficient for sensor greeting bell to be positive 

and not significant. Thus, H3a was supported but H3b was not supported. The coefficient for the 

interaction effect between CCTV and sensor greeting bells was not significant, thus H3c was not 

supported. 
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Table 2-10: 2-stage Regression - Approach, Conversion, and Theft Rate Results 
Equation (3) (4) (5) 
variables Approach rate Conversion rate Theft rate 
        
CCTV -0.074** 0.179* -0.271*** 
 (0.030) (0.096) (0.081) 
Sensor greeting bell 0.165*** 0.227*** -0.070 
 (0.024) (0.075) (0.064) 
Gender 0.010 0.175** -0.181*** 
 (0.022) (0.071) (0.060) 
Traffic count -0.000*** 0.000 -0.000 
 (0.000) (0.000) (0.000) 
Sensor greeting bell  CCTV -0.054* -0.344*** 0.124 
 (0.032) (0.102) (0.087) 
Sensor greeting bell  Gender -0.146*** -0.234** 0.035 
 (0.030) (0.096) (0.081) 
CCTV  Gender 0.037 -0.256*** 0.197** 
 (0.030) (0.095) (0.080) 
Sensor greeting bell  Traffic count -0.000 0.000 -0.000 
 (0.000) (0.000) (0.000) 
CCTV  Traffic count 0.000*** -0.000 0.000 
 (0.000) (0.000) (0.000) 
Constant 0.136*** 0.272*** 0.371*** 
 (0.018) (0.058) (0.049) 
    
Observations 157 157 157 
R-squared 0.544 0.245 0.209 
Standard errors in parentheses    
*** p<0.01, ** p<0.05, * p<0.1    

 

2.5.9 2-stage Regression Results on Revenue and Gross Profit 

For the second stage, we regress the predicted values of approach rate, conversion rate, and 

theft rate on revenue and gross profit. 

 (6) 
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 (7) 

The first two columns of Table 2-11 show the regression results of Equations (6) and (7) 

respectively. We also regressed the values of observed values of approach rate, conversion rate, 

and theft rate on revenue and gross profit in columns 3 and 4. 

From the first column of the regression results for revenue on predicted values, we find 

that the coefficients for predicted approach rate, predicted conversion rate, and traffic count to be 

positive and significant, while the coefficients for predicted theft rate and gender to be not 

significant.  

From the second column of the regression results for gross profit on predicted values, we 

find that the coefficients for predicted approach rate, predicted conversion rate, and traffic count 

to be positive and significant, while the coefficient for predicted theft rate to be negative and 

marginally significant. Finally, the coefficient for gender was not significant.  

From the third column of the regression results for revenue on observed values, we find 

that the coefficients for observed approach rate, observed conversion rate, and traffic count to be 

positive and significant, while the coefficients for observed theft rate and gender to be negative 

and significant.  

From the fourth column of the regression results for gross profit on observed values, we 

find that the coefficient for observed approach rate, observed conversion rate, and traffic count to 

be positive and significant, while the coefficient for observed theft rate and gender to be negative 

and significant.  
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Table 2-11: 2-stage Regression Results on Revenue and Gross Profit 
Equation (6) (7) (8) (9) 
variables Revenue Gross profit Revenue Gross profit 
          
Approach Rate Hat 23.674*** 10.932**   
 (6.029) (4.267)   
Conversion Rate Hat 7.506*** 5.633***   
 (2.530) (1.791)   
Theft Rate Hat -4.257 -6.324*   
 (4.599) (3.255)   
Gender -0.822 -0.724 -1.507** -1.012** 
 (0.818) (0.579) (0.620) (0.422) 
Traffic count 0.004*** 0.002** 0.002** 0.001** 
 (0.001) (0.001) (0.001) (0.001) 
Approach rate   9.394*** 4.915** 
   (3.164) (2.155) 
Conversion rate   7.357*** 4.375*** 
   (1.058) (0.721) 
Theft rate   -2.967** -5.023*** 
   (1.351) (0.920) 
Constant 0.129 0.674 2.483** 1.958*** 
 (2.084) (1.475) (0.977) (0.665) 
     
Observations 157 157 157 157 
R-squared 0.235 0.204 0.339 0.364 
Standard errors in parentheses    
*** p<0.01, ** p<0.05, * p<0.1    

2.5.10 Summary of Results 

Table 2-12 below summarizes the ANOVA and regression test results for our hypotheses. 

H1a posits that the presence of CCTV cameras will reduce the approach rate due to information 

privacy concerns and is supported by both the ANOVA and regression analysis results. H1b posits 

that the presence of sensor greeting bells will increase approach rate due to positive social presence 

induced by the sensor greeting bell and is supported by both the ANOVA and regression analysis 

results. H1c posits that the negative effect of CCTV on approach rate will be weaker when sensor 

greeting bell is also present due to positive social presence desensitizing customers from 

information privacy risk and is supported by neither the ANOVA analysis nor the regression 

analysis. 



Surveillance and Privacy 

61 

Table 2-12: Summary of Results on Hypotheses Testing 
# Hypothesis ANOVA Analysis 2-stage Regression Analysis 
H1a CCTV  approach rate (-) Significant, supported Significant, supported 
H1b Bell  approach rate (+)  Significant, supported Significant, supported 

H1c CCTV x Bell  approach rate (-) Not significant Marginally significant, not 
supported 

    

H2a CCTV  conversion rate (+) Significant, not 
supported 

Marginally significant, 
supported 

H2b Bell  conversion rate (+)  Not significant Significant, supported 

H2c CCTV x Bell  conversion rate 
(+) 

Significant, not 
supported 

Significant, not supported 

    
H3a CCTV  theft rate (-) Significant, supported Significant, supported 
H3b Bell  theft rate (-)  Not significant Not significant 
H3c CCTV x Bell  theft rate (-) Not significant Not significant 

 
H2a posits that the presence of CCTV cameras will increase the conversion rate due to an 

assurance mechanism reducing the perceived transaction and merchandise security risk. This is 

supported by the regression analysis but not the ANOVA analysis. H2b posits that the presence of 

sensor greeting bells will increase conversion rate due to positive social presence induced by the 

sensor greeting bell. This is supported by the regression analysis results but not the ANOVA 

analysis results. H2c posits that the positive effect of CCTV on conversion rate will be stronger 

when sensor greeting bell is also present due to positive social presence strengthening the 

assurance mechanism of the CCTV. This is supported by neither the ANOVA analysis nor the 

regression analysis. 

H3a posits that the presence of CCTV cameras will reduce the theft rate by acting as formal 

surveillance which increases apprehension risk perceived by potential shoplifters. This is 

supported by both the regression analysis and the ANOVA analysis results. H3b posits that the 

presence of sensor greeting bells will reduce theft rate by acting as informal surveillance which 

increases apprehension risk perceived by potential shoplifters and fosters social control upon them. 

This is supported by neither the regression analysis results, nor the ANOVA analysis results. H3c 

posits that the negative effect of CCTV on theft rate will be weaker when sensor bell is also present 
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due to the conflicting mechanisms through which formal and informal surveillance impact theft 

rate. This is supported by neither the ANOVA analysis nor the regression analysis. 

Our model specification for the 2-stage regression analysis was able to control for the daily 

traffic count for each unmanned retail shelf, a variable omitted in the ANOVA analysis. This led 

to a discrepancy in the hypothesis testing for H2a and H2b, which was supported by the regression 

results but not the ANOVA results. We argue that the regression analysis provides us with more 

accurate hypothesis testing results. The ANOVA results, however, remain informative in 

interpreting the interaction effects between gender and the two treatments.  

2.6 DISCUSSION 

Our objective for this study has been to investigate the effectiveness of IT artifacts in 

replacing onsite employees in deterring theft without reducing customer approaches and sales 

conversion. Our study provides an empirical look into the treatment effects of formal and informal 

surveillance methods to deter potential shoplifters as suggested by the CPTED framework (Moffatt 

1983; Newman 1972). We conducted a controlled experiment, which represents the most 

convincing method to create the counterfactual to evaluate treatment effects (Harrison and List 

2004). Although both laboratory and field experiments are controlled experiments, it would be 

difficult for a lab experiment to fully exogenize the impact of surveillance since the subjects will 

be perpetually aware of the presence of the experimenter, which could amount to a form of 

surveillance for some subjects. Indeed, our field experiment setup and the unmanned nature of our 

retail shelves provided us a unique opportunity to observe and measure theft behavior through the 

analysis of video and mobile payment data.  

Our hypothesis testing results revealed that the presence of formal surveillance, in the form 

of CCTV, reduces theft rate. Through the theoretical lens of deterrence theory, we suggest that this 
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finding may be explained by the increase in certainty of punishment for a crime committed in the 

presence of a CCTV. Compared to the counterfactual control group, where surveillance is 

completely absent since the retail shelf itself is unmanned, subjects considering shoplifting at a 

retail shelf with CCTV present perceive a much higher apprehension risk, and thus a much higher 

certainty of punishment. 

However, contrary to our expectations, the presence of informal surveillance, in the form 

of sensor greeting bells, did not have a significant effect on the reduction of the theft rate at 

unmanned retail shelves. In earlier sections, we had hypothesized that the presence of informal 

surveillance has the effect of increasing people’s perception that they can be seen, thus increasing 

the apprehension risk associated with taking bottled water from the retail shelf without paying. 

Although we believe this mechanism to be valid, it could be that the perception of being watched 

induced by informal surveillance is too weak to result in a meaningful impact on perceived 

apprehension risk by subjects. Similarly, the social control fostered by informal surveillance could 

also have been too weak to result in a meaningful impact on expected severity of punishment by 

subjects. 

Besides the main effects, we had hypothesized that the presence of sensor greeting bells 

weakens the impact CCTV has on theft rate. We believed the presence of both formal and informal 

surveillance at a single unmanned retail shelf resulted in competing psychological states within the 

subject. This would have reduced the effectiveness of the CCTV in reducing the theft rate at an 

unmanned retail shelf. However, this interaction effect was not statistically significant. It is likely 

that the deterrence effect induced by the CCTV on potential violators is so strong as compared to 

the social presence of the sensor greeting bells, that the sensor greeting bells did little to weaken 

the CCTV’s main effects. 
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The results of the hypothesis testing for theft rate would seem to suggest that retailers 

should implement only CCTV cameras and not sensor greeting bells to improve economic 

outcomes for unmanned retail shelves. However, the scope of our research question extends 

beyond just theft rate to consumer behavior in general. While the impact on theft rate may be one 

of the key factors how surveillance technology might impact economic outcomes for an unmanned 

retail shelf, it is certainly not the only factor. Hence, we had also been interested in the impact of 

surveillance technology on customer approach rate and sales conversion rate as well. 

For formal surveillance, our hypotheses testing found that CCTV cameras reduce approach 

rate. In our hypothesis, we explained that information privacy concerns caused by CCTV cameras 

could result in this reduction in approach rate. On the other hand, for informal surveillance, our 

hypothesis testing found that sensor greeting bells increase approach rate.  

Our conversion rate hypothesis testing yielded different conclusions for our ANOVA and 

regression analysis of formal surveillance. We had proposed that the presence of CCTV cameras 

would lead to a higher conversion rate by reducing perceived transaction security risk through an 

assurance mechanism. Although this was significant in the ANOVA analysis, the CCTV main 

effect was found to have a negative impact on conversion rate. However, in our regression analysis, 

we found CCTV cameras to be marginally significant and positive on conversion rate, thus 

supporting our hypothesis. To reconcile the differing conclusions, we could perform the ANOVA 

computations using linear regression computations, with each row of the ANOVA table 

corresponding to the variance of a corresponding set of regression coefficients (Gelman 2005). 

Thus, the ANOVA main effect for CCTV would be a simple linear regression with only a constant 

and the CCTV treatment variable. This leads to a discrepancy with our two-stage regression 
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analysis because the regression included the main and interaction terms for other explanatory 

variables such as sensor greeting bells, gender, and traffic count, in addition to CCTV cameras.  

There was also a discrepancy between the ANOVA and regression analysis for the main 

effect of sensor greeting bells on conversion rate. We had hypothesized that social presence 

induced by sensor greeting bells would lead to higher sales conversion rate for the unmanned retail 

shelf. While this was not significant in our ANOVA analysis, it was supported by our regression 

analysis. 

In addition to the main effects, we had also considered the interaction effects between the 

two treatments CCTV cameras and sensor greeting bells in our hypothesis. We had expected that 

the positive social presence of sensor greeting bells would reduce information privacy concerns 

associated with CCTV cameras, thus reducing the negative impact of CCTV on approach rate. 

This interaction effect was found to be not significant for the ANOVA analysis but significant for 

the regression analysis. However, the negative coefficient for the interaction term suggests that the 

impact of sensor greeting bells on CCTV cameras was opposite to what was hypothesized. 

The interaction effect of sensor greeting bells and CCTV cameras on sales conversion rate 

was also found to be opposite of the hypothesized interaction effect. We had expected the positive 

social presence to further strengthen the assurance mechanism through which CCTV improves 

conversion rate. Instead, it was revealed that the interaction term of sensor greeting bells and 

CCTV cameras had a negative coefficient through the regression analysis.  

In summary, while CCTV cameras had a positive economic impact in reducing theft rate 

and increasing sales conversion rate, they also had a negative economic impact through the 

reduction of customer approach rate. On the other hand, while sensor greeting bell improves both 

approach rate and conversion rate, it had no significant impact in reducing theft rate, which was 
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the main purpose of implementing informal surveillance in the first place. Further complicating 

the decision-making for retailers is the presence of interaction effects between sensor greeting bells 

and CCTV cameras that could reduce the overall approach rate and conversion rate. 

Hence, to better understand the overall economic impact, we estimated the impact of the 

treatment variables sensor greeting bell and CCTV, as well as gender, traffic count, approach rate, 

conversion rate, and theft rate on revenue and gross profit. 

As shown in Table 2-9 we find sensor greeting bell to have a positive and significant 

coefficient when regressed on both revenue and gross profit, whereas CCTV did not have a 

significant coefficient. The coefficient interaction term between sensor greeting bell and CCTV 

was marginally significant but negative on both revenue and gross profit. Hence, the estimation 

results from Equations (1) and (2) would suggest that a retailer implement only sensor greeting 

bells but not CCTV cameras to maximize the economic impact in terms of revenue and gross 

profit. 

2.6.1 Implications for Research 

This study makes three theoretical contributions. First, while there have been numerous 

studies that have explored the impact of electronic surveillance on employees at the workplace 

(Ball 2010; D’Urso 2006; Friedman and Reed 2007; Watkins Allen et al. 2007), to our knowledge, 

there have been no empirical studies focusing on the impact of surveillance on consumer behavior 

in retail environments. Concerning this, although there have been related studies that investigated 

the relationship between privacy concerns and purchase intentions (Malhotra et al. 2004; Smith et 

al. 1996; Van Slyke et al. 2006) these studies have all been based on a scenario where retailers 

actively request for a discrete amount of personal information from the subject. The privacy risk 

in our study is different in terms of magnitude and specificity. While personal information as 
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requested by retailers might be highly specific, the amount of data they request are limited to a few 

key attributes such as home address, credit card information, email address, etc. Instead of actively 

requesting specific data from the customer, a CCTV surveillance system collects information 

passively and continuously. Most of the video data collected might neither be useful to the retailer 

nor by itself comprise a substantial privacy threat to the customer. However, in an environment of 

dataveillance where information from multiple data sources can be accessed and cross-referenced 

(Lyon 2001), CCTV surveillance data can and will substantially contribute to the ‘dossier’ of the 

individual through its sheer volume. We argue that in today’s world, with its ability to collect ever-

increasing amounts of data and retain them indefinitely (Bellia 2008), CCTV surveillance has 

evolved into a highly relevant privacy threat that warrants further investigation. Our study reveals 

a significant and negative main effect for CCTV (formal surveillance) on approach rate, compared 

to a significant and positive main effect for sensor greeting bell (informal surveillance). This study 

expands current surveillance literature by providing empirical evidence that surveillance 

technology collecting identifying information on subjects causes privacy concerns among subjects. 

Second, this study contributes to the body of literature that explores the effectiveness of 

technology in replacing human actors from a social presence perspective. There have been multiple 

studies that are devoted to the study of technology-enabled social presence in the context of a 

virtual environment (Guadagno et al. 2007; Nowak and Phelps 1995; Von der Puetten et al. 2010), 

an online e-commerce environment (Kumar and Benbasat 2006; Zhu et al. 2010), or an online 

teaching environment (Anderson and Agarwal 2011; Garrison et al. 2001). In these studies, the 

entire environment through which subjects interact is technology-enabled and artificially 

manufactured. Compared to previous studies on technology-enabled social presence, interactions 

between subjects and the sources of social presence are set in the physical world in this study. 
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Instead of acting as the interaction medium, technology acts as the source of social presence in this 

study. As we seek to progress technological artifacts beyond conducting simple, well-defined tasks 

in the physical world, human-like qualities such as social presence will play an important role in 

determining its effectiveness in replacing the human actor. Our study reveals a significant and 

positive main effect for sensor greeting bell (informal surveillance) on both approach rate and 

conversion rate. This study expands contributes to existing social presence literature by providing 

empirical evidence social presence can be generated by technological artifacts not just in virtual 

or online settings, but in physical retail settings as well. 

Third, this study empirically tests the effectiveness of surveillance methods in the 

deterrence of deviant behavior through a controlled experiment that applies and tests for treatment 

effects of surveillance technology. This contributes to the surveillance research stream that had 

previously been limited to understanding the impact of surveillance technology on deviant 

behavior through interviews (Gates 2010; Gill 2007) and surveys (Kajalo and Lindblom 2011; 

Lindblom and Kajalo 2011). This is hardly surprising, given the difficulty in generating credible 

counterfactuals to study deviant behavior such as theft. Indeed, the very presence of the 

experimenter in a lab experiment could influence the behavior of subjects engaged in an 

experimental task (Guerin 1986; Klein et al. 2012). Our field experiment setup overcomes the 

limitations of the presence of experimenters in lab experiments by studying while retaining the 

advantages of controlled experiments, which represent the most convincing method of 

constructing the counterfactual (Harrison and List 2004). 

2.6.2 Implications for Practice 

Over the past 15 years, video surveillance systems have gone from simple video acquisition 

displays to capable of performing complex procedures that can incorporate knowledge extraction 
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algorithms such as face detection, face recognition, ID re-identification, and object detection and 

tracking (Tsakanikas and Dagiuklas 2018). In addition, the digitization of information and the rise 

of data mining have resulted in real advances in commercial consumer surveillance that led to the 

generation of electronic consumer profiles that allowed for previously unknown and unknowable 

consumption patterns and behavioral relationships the emerge (Pridmore and Zwick 2011). These 

trends led to the rise of information privacy concerns with not just the government (Dinev et al. 

2006a; Dinev et al. 2008; Reddick et al. 2015), but also with businesses (Bélanger et al. 2002; 

Dinev and Hart 2006; Zuboff 2019). 

Our study provides a useful reference for decision-making by retailers for the specific case 

of implementing surveillance technology to improve economic outcomes for unmanned retail 

shelves. While formal surveillance methods such as CCTV cameras are much more effective at 

reducing theft rate as compared to informal surveillance methods such as sensor greeting bells, it 

does not necessarily lead to the most favorable economic outcome for the retailer. Despite the 

ubiquity of CCTV surveillance, rising information privacy concerns could cause potential 

customers to avoid the retail shelf altogether, thus leading to lower revenue and gross profit for 

retail shelves that implemented CCTV cameras, despite the reduction in theft rate. 

2.6.3 Limitations 

One limitation of our study is that the unit of analysis for our data is aggregated to the daily 

level. Although we have user payment data at the subject level, we are only able to obtain theft 

rate data aggregated to the daily level. As we are only able to obtain theft rate data through the 

daily inventory checking of each retail shelf, we are unable to obtain subject-level theft rate data. 

The second limitation for our study is that the merchandise we had on our unmanned retail 

shelf was bottled water, which is a relatively inexpensive product. We would expect the value of 
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the merchandise to influence deviant behavior such as theft. For example, subjects might be more 

tempted to steal if the merchandise on the unmanned retail shelf was of a higher value since the 

risk to reward ratio will be more favorable. However, due to budgetary limitations, we were not 

able to conduct the field experiment with more expensive merchandise. 

The third limitation of our study was that due to our unmanned field experimental setup, 

we were unable to conduct post-hoc manipulation checks for each treatment following subjects’ 

interaction with the retail shelf. Instead, to ensure the effectiveness of the CCTV treatment, we 

had a signboard that explicitly reminded subjects that the area is under CCTV surveillance. From 

the regression results in Table 2-12, we see that all main effects are statistically significant except 

for sensor greeting bell’s main effect on theft rate. Hence, we could infer that the experimental 

manipulations were effective. 

The final limitation of our study is that the proposed field experiment takes place in China, 

which has some unique characteristics regarding retailing and privacy. As described in Liang et 

al. (2018), the Social Credit Score system of the PRC is currently unique and likely to have a 

significant influence on the research subjects. A minor shoplifting conviction in another setting 

could be much more significant for a research subject in the PRC, given the differing impacts 

based on the Social Credit Score system. Also, since privacy is a result of the impacts of cultural, 

social, and physical settings (Hong and Thong 2013), the differences in cultural characteristics 

between China and the Western world would mean that the subjects in our study might behave 

differently from subjects in a study conducted in western cultures, presenting a challenge to the 

external validity of our study.  
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 CHAPTER 3 STUDY II: UNDERSTANDING PRIVACY-PRESERVING 

FEATURES IN DIGITAL CONTACT TRACING: AN EXTENDED 

PRIVACY CALCULUS PERSPECTIVE 

3.1 INTRODUCTION 

The recent COVID-19 pandemic as a global public health crisis has urged governments 

and health authorities to take proactive actions to prevent its outbreak, including work-from-home 

policies, social distancing, and even mandatory lockdowns. Contact tracing, a process to identify 

and isolate individuals who had close contact with known infected cases (Ahmed et al. 2020), is 

one of the most effective tools in curtailing the spread of the COVID-19 pandemic, said Emanuele 

Capobianco, the director of Health and Care at the International Federation of Red Cross and Red 

Crescent Societies (Walsh 2020). However, considering the large demand for labor, scientists 

believe the traditional approach of contact tracing using manual interviews may not be ideal or 

even feasible when there is a surge in the number of newly confirmed cases (Ahmed et al. 2020). 

Instead, digital contact tracing (DCT), which leverages digital technologies such as mobile apps 

to facilitate the contact tracing process, has emerged as a promising alternative to the traditional 

approach.  

Technically, digital contact tracing (DCT) technologies can largely improve the 

effectiveness and efficiency of contact tracing by accessing the granular data of users’ location, 

timing, and nearby contacts, as well as providing notification instantaneously upon case 

confirmation. Therefore, the health authorities in many countries put considerable effort into 

developing and deploying digital contact tracing (Asher 2020; Gerdo 2020). Singapore was one of 

the first countries that had implemented digital contact tracing (DCT) to control the spread of 
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COVID-19. In March 2020, the Singapore government developed its national DCT technology, 

which uses Bluetooth to track users' proximity to other users and alert those who encounter an 

infected person or someone at high risk of carrying the coronavirus. DCT helped Singapore 

accomplish what few countries could in March 2020, i.e., successfully controlling the spread of 

COVID-19 within its borders (Holmes 2020).  

Despite the potential of DCT to help control the spread of COVID-19, recent reports show 

that the adoption and usage rate of DCT in many countries is low, to a large extent, due to users’ 

privacy concerns (Garza 2020). This is far from satisfactory because DCT is only effective if the 

rate of adoption is sufficiently high beyond a critical mass (Riemer et al. 2020). In the United 

States, for example, no state has achieved a satisfactory adoption rate till November 10, 2020, 

where the highest, i.e., Virginia, has achieved an adoption rate of only 10.6% (Garza 2020). A 

widely acknowledged reason for the low adoption rate is privacy concerns (Asher 2020; Gerdo 

2020; Redmiles 2020). 

As such, a natural solution to increasing the adoption rate of DCT appears to be to alleviate 

privacy concerns by designing DCT technologies with privacy-preserving features, meaning that 

no Personally Identifiable Information (PII) will be revealed without users’ explicit permission 

(Ahmed et al. 2020). We identify two particularly relevant privacy-preserving features in the DCT 

context, namely the collection of location data and data storage architecture. Location data 

collection can be designed to collect geolocation data, which is usually derived from GPS data, 

cell phone towers, Wi-Fi routers, etc., and can accurately reveal the exact location of a user, as 

well as relative location data which captures only relative proximity with other users through 

means of pairing like Bluetooth connections (Clarke 2001; Xu et al. 2009). In privacy-preserving 

design, only relative location data is collected. Geolocation data, which is regarded as more 
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sensitive information that may cause considerable risk (Jones et al. 2019) is not collected. 

Therefore, DCT technologies that collect relative location data only would be regarded as a 

privacy-preserving design. The other privacy-preserving feature pertains to the data storage 

location. In the baseline design of centralized data storage location, contact tracing data is 

periodically and automatically uploaded to a centralized server for authorities to have up-to-date 

information, meaning users have no control over data provision. In the privacy-preserving design 

of decentralized data storage location, contact tracing data is first stored locally on users’ personal 

devices and can later be uploaded to relevant authorities upon users’ explicit permission. This 

affords control over data provision to the user.  

Prior research has shown that privacy-preserving features can alleviate the risk of privacy 

invasion (Sutanto et al. 2013) or address users’ privacy concerns (Karwatzki et al. 2017). However, 

they could also be counterproductive, such that they may inevitably hurt the system functionality 

because less data is available due to restrictions in data collection, and because the efficiency of 

utilizing the collected data is compromised (Cheng et al. 2018). In this study, we aim to examine 

the tension of the above two privacy-preserving features between preserving privacy and 

maintaining the effectiveness of contact tracing in the DCT context. In addition, we consider a 

contextual factor that could be leveraged as a potential solution for this tension, i.e., the size of 

existing user base. It is particularly important because the intended health, economic and societal 

benefits of the contact tracing technology can only be achieved if a significant user base adopts 

and uses it (Riemer et al. 2020). Thus, the size of the existing user base could in turn have an 

impact on how users perceive the effectiveness of DCT in terms of its functionality, and the 

effectiveness of the privacy-preserving features that has already been implemented. These would 

in turn drive adoption intentions. Specifically, we raise our research question as following:  
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RQ: What are the positive and negative impacts of privacy-preserving features in DCT, 

respectively? And what is the role of the existing user base? 

To investigate this research question, we refer to the theoretical perspective of privacy 

calculus, which proposes a risk-benefit analysis for privacy-related intention and behavioral 

outcome. And we investigate how privacy-preserving features and existing user base influence 

two core constructs of the privacy calculus, i.e., privacy risk and perceived contact traceability. 

While privacy risk is often used in prior research, perceived contact traceability, which is defined 

as the effectiveness of a DCT technology in helping a community to improve the efficiency and 

accuracy of contact tracing, measures users’ perception of the ability of DCT technologies to 

accurately trace the contacts of each user. Effective contact traceability does not only benefit the 

individual DCT users, but more importantly, the community or society for which the technology 

is intended to support.  

Our results from an online experiment show that both privacy-preserving features, 

collection of relative location only (vs. geolocation and relative location) data, and a decentralized 

(vs. centralized) data storage location, can significantly reduce privacy risks for DCT users, but 

contrary to our expectation, such effects don't come at the price of compromising the contact 

traceability of DCT. In addition, our results support the dual role of existing user base, where one 

is to strengthen the effect of privacy-preserving features on reducing privacy risk, the other is to 

directly increase the perceived contact traceability of DCT. We also confirmed that privacy risk 

negatively influences while perceived contact traceability positively influences users’ intention of 

using DCT technology.  

Our study informs several important theoretical and practical implications. Firstly, we 

contribute to the privacy calculus literature by examining the less studied design features, 
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specifically, the privacy-preserving features, as antecedents of privacy calculus. Their effects on 

both privacy risk and the benefit of contact tracing are examined. Secondly, we contribute to the 

literature on privacy-preserving design. Our findings show that the two privacy-preserving features 

indeed significantly reduce privacy risk, but surprisingly, do not lead users to perceive a decrease 

in the contact traceability of DCT. It challenges long-lasting views about the inevitable trade-offs 

between preserving privacy and maintaining functionality. Lastly, we contextualize the privacy 

calculus perspective beyond the well-studied settings of individual technology use, to a broader 

setting related to public health surveillance that aims at serving a whole society or community, i.e., 

DCT technologies. And we show that in the DCT context, contact traceability is an important 

driver for users’ intention to use DCT technology. Practically, our findings suggest DCT 

developers implement designs with privacy-preserving features since they can effectively reduce 

users’ privacy risk without causing a significant decrease in functionality and effectiveness. We 

also provide implications for health authorities and governments by demonstrating that expanding 

the user base when deploying DCT is crucial and rewarding. 

3.2 LITERATURE REVIEW 

3.2.1 Privacy Calculus  

Privacy calculus has been the widely adopted theoretical perspective in the privacy 

literature to understand users’ privacy behavior. Privacy calculus proposes that individuals make 

data disclosure decisions based on a risk-benefit analysis of all factors related to a privacy decision 

context (Dinev and Hart 2006; Hui et al. 2007; Jiang et al. 2013). More specifically, privacy 

calculus posits that individuals’ subsequent intention and behavioral outcomes are determined 
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positively by the expected utility, and negatively by the risk of a potential privacy violation 

(Culnan and Armstrong 1999). Table 3-1 summarizes the literature on privacy calculus. 

While the risks examined in privacy calculus literature are mostly conceptualized as either 

privacy risks or privacy concerns, the conceptualization of benefit is more diverse depending on 

the context. Prior research has examined various benefits, including both tangible compensations, 

e.g., monetary incentives (Xu et al. 2009) as well as intangible benefits (Cheung et al. 2015; Jiang 

et al. 2013; Krasnova et al. 2010; Krasnova et al. 2012). In the context of social media, widely 

studied intangible benefits include social reward (Choi et al. 2018; Jiang et al. 2013; Morosan 

2019; Wang et al. 2017), relationship building (Cheung et al. 2015; Krasnova et al. 2010), self-

expression (James et al. 2015), and enjoyment (Cheung et al. 2015; Krasnova et al. 2010). Prior 

research has also investigated how these benefits are weighed against privacy concerns or privacy 

risk in determining individuals’ intentions or behavioral outcomes. Xu et al. (2009), for example, 

found that in the context of location-based services, the personalization benefits users could derive 

from locatability can increase users’ intention to disclose personal information, while privacy risk 

decreases such intention. Although these studies enrich our understanding of privacy calculus by 

investigating various contextualized benefits, we find that the existing literature focuses 

exclusively on the personal benefit for the focal user, while little research takes into consideration 

the benefit in a societal sense, for instance, the community. However, as some emerging 

technologies are being designed for societal good, e.g., public health surveillance systems, both 

technology designers and marketing campaigns emphasize the benefit for “everyone around you”. 

It is therefore important to understand whether the privacy calculus is still valid in such contexts.  

Existing privacy calculus research has extensively explored the antecedents of the core 

privacy calculus constructs, i.e., risk and benefit. The following categories of antecedents, namely 



Surveillance and Privacy 

77 

individual characteristics, cognitive or affective factors, and contextual factors, have thus far been 

explored. Individual characteristics that influence privacy calculus constructs include extroversion 

(Kummer et al. 2018), privacy self-efficacy (Schade et al. 2018), general institutional trust (Kehr 

et al. 2015), general privacy concerns (Kehr et al. 2015; Li et al. 2014), prior experience with 

privacy invasion (Li et al. 2014), self-esteem (Wang et al. 2017), and demographic factors related 

to particular research contexts, e.g., age and health status in the context of virtual health community 

(Kordzadeh et al. 2016). For cognitive and/or affective factors, many studies consider trust 

(Cheung et al. 2015; Dinev et al. 2016; Schade et al. 2018) and perceived control (Dinev et al. 

2016; Li et al. 2014; Wang et al. 2016; Zhao et al. 2012) as important antecedents of privacy risk 

or privacy concern. There are also studies investigating specific contextual factors, for example, 

industry self-regulation (Xu et al. 2009), government regulation (Xu et al. 2009), and provision of 

incentives (Xu et al. 2009; Zhao et al. 2012) in the context of location-based services, and network 

mutuality and profile diagnosticity in social media (Choi et al. 2018). Surprisingly, however, the 

study of design features as antecedents of privacy calculus was lacking. As is well-acknowledged 

that the IT artifact should play a central role in IS research (Benbasat and Zmud 2003), we believe 

it is important to shift the focus more to the design features, which should be directly related to 

users’ assessment of privacy calculus. Privacy-preserving features are naturally one type of such 

design feature. 

In sum, our review of the literature on privacy calculus reveals that, although privacy 

calculus is one of the most well-studied theoretical lenses in the privacy literature that has attracted 

tremendous empirical studies in a variety of contexts, there exist two important research gaps 

worthy of further exploration. One is that the benefits examined in the existing literature focus 

exclusively on personal benefits for the focal user. However, digital contact tracing (DCT) 
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technologies during the COVID-19 pandemic are expected to benefit the entire community rather 

than just the individuals adopting the technology. In such circumstances, it would be more 

pertinent to contextualize the community concept within a privacy calculus perspective and 

examine its applicability. The other research gap lies in the antecedents of privacy calculus, where 

most existing research has considered factors relevant to the context or the user, but surprisingly 

little research has investigated technology design features that may directly influence privacy risks. 

The current study aims at filling these two research gaps by first contextualizing the benefit 

concept as contact traceability, which pertains to the society at large or the whole community rather 

than to individual users. And we investigate two privacy-preserving features as antecedents of 

privacy calculus. Next, we will present a detailed review of privacy-preserving features.  

Table 3-1: Summary of Literature on Privacy Calculus 
Study Context Antecedents of Privacy Calculus  Benefit Studied in 

Privacy Calculus 
Kummer et 
al. (2018) 

check-in 
service 

contextual factor(s): 
place relevance; visit frequency; 
audience scope 
 
individual characteristic: 
extroversion  

personal:  
conditional value 

Dinev et al. 
(2016) 

electronic 
health 
records 
(HER) 

cognitive/affective factor(s):  
perceived control; trust; perceived 
effectiveness of technological 
mechanisms; perceived effectiveness 
of regulation mechanisms 

personal:  
perceived benefit, 
convenience 

Morosan 
(2019) 

facial 
recognition 
system in 
hotels 

/ personal:  
benefit of disclosure; 
social rewards 

Gao et al. 
(2015) 
 

healthcare 
wearable 
devices 

/ personal:  
performance 
expectancy; hedonic 
benefit 

Xu et al. 
(2011) 

location-
aware 
marketing 

contextual factors: 
personalization 

personal:  
perceived benefit of 
information disclosure 

Schade et al. 
(2018) 

location-
based 
advertising  

individual characteristic: 
privacy self-efficacy 
 
cognitive/ affective factor(s):  
brand trust 

personal:  
advertising value 
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Xu et al. 
(2009) 

location-
based 
service 

contextual factor(s): 
compensation; industry self-regulation; 
government regulation 

personal:  
privacy benefit of 
disclosure (locatability 
and personalization) 

Zhao et al. 
(2012) 

location-
based 
service 

contextual factor(s): 
incentive provision; interaction 
promotion; privacy policy 
 
cognitive/ affective factors: 
perceived control 

personal:  
extrinsic benefit 
(personalization); 
intrinsic benefit 
(connectedness) 

Kehr et al. 
(2015) 

mobile 
application 
that assists 
driving 

contextual factor(s): 
information sensitivity 
 
individual characteristics: 
general institutional trust; general 
privacy concerns 

personal:  
perceived benefit  

Wang et al. 
(2016) 

mobile 
applications 

cognitive/ affective factor(s): 
personalized service; 
perceived severity of personal 
information disclosure; perceived 
control 

personal:  
perceived benefit 

Shaw and 
Sergueeva 
(2019) 

mobile 
commerce 

cognitive/ affective factor(s): 
perceived privacy risk; perceived 
transaction risk; perceived privacy 
protection 

personal:  
perceived value 

Fox (2020) mobile 
health 

/ personal:  
perceived benefit 

Li et al. 
(2014) 

persona 
health 
record 
system 

cognitive/ affective factor(s): 
perceived control; 
 
individual characteristics: previous 
privacy invasion; general privacy 
concern  

personal:  
perceived benefit 

Teubner and 
Flath (2019) 

sharing 
economy 

cognitive/ affective factor(s):  
perceived audience size; personal 
connection 

personal:  
economic benefit 

Lankton et al. 
(2019) 

social media / personal:  
trusting beliefs; 
personal interest 

Choi et al. 
(2018) 

social media contextual factor(s): 
network mutuality; profile diagnosticity  

personal:  
expected social capital 
gains 

Wang et al. 
(2017) 

social media contextual factor(s): 
application compatibility; application 
reputation; 
 
individual characteristics: 
self-esteem; flow experience 

personal:  
monetary rewards; 
social rewards 

James et al. 
(2015) 

social media / personal:  
information seeking; 
socialization; self-
expression; pleasing 
others 

Cheung et al. 
(2015) 

social media cognitive/ affective factor(s): personal:  
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trust in SNS members; perceived 
control; trust in SNS service provider 

convenience of 
maintaining existing 
relationships; new 
relationship building; 
self-representation; 
enjoyment 

Krasnova et 
al. (2012) 

social media / personal:  
enjoyment 

Krasnova et 
al. (2010) 

social media cognitive/ affective factor(s): 
trust in SNS members; perceived 
control; trust in SNS service provider 

personal:  
convenience; 
relationship building; 
self-representation; 
enjoyment 

Jiang et al. 
(2013) 

synchronous 
online social 
interactions  
 

cognitive/ affective factor(s): 
perceived anonymity of self; perceived 
anonymity of others; perceived media 
richness; perceived intrusiveness 

personal:  
social rewards 
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3.2.2 Privacy-preserving Features  

Privacy-preserving features protect privacy by providing users with privacy-friendly 

options and features. These are typically choice, consent, and control options for users to decide, 

declare and control the kind of private information that can be shared with third parties; as well as 

the kind of third parties that may access this private information (Chen and Williams 2010; Chen 

and Williams 2013). 

Oetzel and Spiekermann (2014) propose a privacy impact assessment methodology for 

privacy-preserving features. Two important steps in the methodology are the identification of 

privacy threats, followed by setting controls to counter each privacy threat. These controls could 

be technical controls directly incorporated into a system, or non-technical controls which include 

management and administrative controls, and accountability measures. Privacy-preserving 

features can thus be understood as the specific implementations of these controls within the IT 

artifact. Specifically, privacy-preserving features that have been previously studied in various 

contexts include location data collection (Barkhuus et al. 2008; Paefgen et al. 2012; Tsai et al. 

2010; Xu et al. 2012), data storage and processing location (Sutanto et al. 2013), data sharing 

mechanisms (Heimbach and Hinz 2018; Hoadley et al. 2010), user anonymization (Cranor 1999), 

and information use transparency (Karwatzki et al. 2017). 

In the context of public health surveillance, e.g., digital contact tracing, privacy-

preserving features have been proposed based on principles such as privacy-preserving data 

storage and data minimization. Decentralized data storage proposed by some DCTs is one 

method to achieve privacy-preserving data storage. Data minimization refers to the practice that 

data collection, retention, and processing shall be limited to the minimum necessary amount of 

data that is needed to achieve the public health objective. Data collected, retained, and 
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aggregated must be limited in scope (WHO 2020). Thus, data collection does not necessitate the 

identity or absolute location data of a user. Instead, relative location data can be used as it is 

sufficient for the purpose of deducing exposure to confirmed cases of COVID-19 without 

collecting absolute geographical information of a user, which could be a privacy risk. 

Notably, despite the advocation of privacy-preserving features for their effects on reducing 

users’ privacy risk (Ahmed et al. 2020; Akinbi et al. 2021; Li et al. 2020), an inherent tension 

between preserving privacy and maintaining functionality has been identified as a primary 

challenge (Bélanger and Crossler 2011). For example, Heimbach and Hinz (2018) proposed a 

privacy-preserving feature, a two-click sharing button that restricts the automatic transfer of 

information without users' explicit consent, and evaluated its effectiveness in the context of sharing 

content over online social networks. By requiring two separate clicks to activate the share button 

to share content, the privacy-preserving feature offers a higher level of control to users, thereby 

reducing information privacy risks associated with the control dimension. However, they found 

that the two-click design inevitably brings inconvenience for users by requiring one additional 

click. That is, the two-click design reduces privacy risk, but also reduces the efficiency of users’ 

content sharing. Similarly, the literature highlights the privacy-personalization paradox, whereby 

using privacy-preserving features, such as improving information transparency (Awad and 

Krishnan 2006) and storing user information locally on their devices (Sutanto et al. 2013), will on 

one hand reduce privacy risk, but on the other hand, decrease the effectiveness of personalization.  

Hence, these prior studies show that even though privacy-preserving features are expected 

to address privacy risks, there remains a potential trade-off between preserving users’ privacy and 

maintaining or enhancing the functionality of the technology, hence it is recommended that the 

rigor of the controls exerted by the privacy-safe features matches the degree of privacy protection 
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demanded by the context (Oetzel and Spiekermann 2014). In this study, we will investigate the 

above tension in the DCT context.  

3.3 THEORETICAL DEVELOPMENT 

3.3.1 Research Model 

Our research model is summarized in Figure 3-1. We theorize the effects of two privacy-

preserving features, i.e., location data collection (relative location only vs. geolocation and relative 

location data) and data storage location (decentralized vs. centralized), and a contextual factor, i.e., 

existing user base, on users’ privacy calculus of using DCT technology. 

 

Figure 3-1: Research Model 

3.3.2 Location Data Collection: Geolocation and Relative Location Data vs. Relative 

Location Data Only 

 Privacy-preserving features are designed to alleviate several different dimensions of 

privacy concerns. While considerable research has been conducted to conceptualize privacy 

concerns with different dimensions (Buchanan et al. 2007; Chen and Rea Jr 2004; Culnan 1993; 

Eastlick et al. 2006; Hong and Thong 2013; Liu et al. 2005; Malhotra et al. 2004), we focus on 

two widely-acknowledged dimensions that are particularly relevant to the context of DCT, namely, 
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collection of personal information and control over the collected information, to identify the 

corresponding privacy-preserving features and examine their effects.  

The collection dimension of privacy concern is defined as the degree to which a person is 

concerned about the type and amount of individual-specific data collected by the IT artifact 

(Malhotra et al. 2004). Regarding this dimension, we focus on the collection of location data. In 

the context of DCT, location data is collected to evaluate the risk of exposure and infection for a 

focal user by assessing whether he/she had been in proximate contact with other users who are 

infected or asymptomatic carriers. One way to collect location data could be to collect the absolute 

location data, aka geolocation data, which is derived from GPS data, cell phone towers, Wi-Fi 

routers, historical location data from third-party service providers, and reveals users’ exact location 

with latitude and longitude information (Shukla et al. 2020). Alternatively, DCT technologies can 

be designed to collect the relative location data, which is generally derived from exchanging short-

range handshakes with devices of other individuals in close proximity through channels such as 

Bluetooth (Shukla et al. 2020). When someone is found to be COVID positive, those who were 

close to him/her will be identified and alerted about potential infection. Prior privacy research has 

regarded geolocation data as fundamentally sensitive personal information (Jones et al. 2019) as it 

could reveal users’ movement traces and result in the discovery of user identity and dynamics, 

especially when the geographic data are integrated with other behavioral data (Clarke 2001; Xu et 

al. 2009). In comparison, relative location data is believed to be less sensitive, because it is derived 

from the exchange of short-range data. It can only inform the relative proximity of two users (i.e., 

who is near you), rather than the exact location of the focal individual (i.e., where you are). Such 

limited information can hardly be used to infer the identity of the user and therefore would be 

regarded as less sensitive. Based on prior findings that collecting information of lower sensitivity 
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induces lower privacy concern or privacy risk (Bansal and Gefen 2010; Malhotra et al. 2004), we 

propose that DCT technologies that collect relative location data only (vs. geolocation and relative 

location data) would decrease users’ privacy risk:  

H1a: Users will perceive DCT technologies that collect relative location data only to be 

associated with lower privacy risks compared to DCT technologies that collect both 

geolocation and relative location data. 

As introduced before, there is often an inherent tension between protecting privacy and 

enhancing functionality (Abowd and Schmutte 2019; Dinur and Nissim 2003). In the DCT context, 

the tension between preserving users’ privacy and enhancing the functionality of contact tracing 

is also a primary challenge. One reason that a privacy-preserving feature of DCT technology may 

diminish its functionality is the decreased information accuracy due to lesser information or less 

relevant and critical information collected. Abowd and Schmutte (2019)’s study shows that when 

national statistical agencies collect information about the population or the economy, they often 

face the difficulty of decreased data accuracy arising from increased privacy protection. In this 

study, we contextualize the benefit of DCT technologies to the society as contact traceability, 

defined as the effectiveness of a DCT technology in helping a community to improve the efficiency 

and accuracy of contact tracing. We argue that although the collection of relative location data 

only, as compared to geolocation and relative location data, is expected to reduce privacy risks for 

users, it would be accompanied with a compromise in contact traceability because relative location 

data is less informative than geolocation data. Indeed, collecting geolocation data can enhance the 

effectiveness of contact tracing that cannot be accomplished by collecting only relative location 

data. For example, if an infected person went to a shop, a DCT technology that collects relative 

location data can only inform individuals who have been concurrently in close contact with that 



Surveillance and Privacy 

86 

infected person, whereas a DCT technology that also collects geolocation data can additionally 

remind people who have visited the shop but may not at the exact same time with the infected 

person of potential risks and alert the general public that may include those who have visited that 

shop but have not adopted the DCT technology. Thus, we hypothesize that: 

H1b: DCT that collects relative location only (vs. geolocation and relative location) data 

will lead to lower perceived contract traceability. 

3.3.3 Control: Centralized vs. Decentralized Data Storage Location 

Prior research show individuals are often concerned about whether or not he/she might 

have adequate control over his/her personal information held in the IT artifact (Malhotra et al. 

2004). In particular, the data storage location is one design feature that affords users different 

levels of control over their personal information (Li et al. 2020). Two alternatives are identified in 

the context of DCT, i.e., centralized vs. decentralized data storage locations. In a decentralized 

architecture, encounter logs are securely and locally stored, e.g., on the focal user’s mobile phone. 

The encounter logs will only be provided to the authorities upon users’ explicit permission when 

necessary, e.g., the user is diagnosed as infected. In a centralized architecture, however, users 

routinely upload the encounter log from the DCT technologies to a centralized server, such that 

the data is readily available to the authorities. Permission to access the data by the authorities is 

implied as long as users use the app. So, users would arguably lose some control of their data upon 

adoption of the DCT technology. Once users’ personal data is stored in a centralized server, users 

have little control over potential privacy risks due to, for example, unauthorized access and 

undesired secondary use. Lower control over one’s information usually introduces greater 

uncertainty about who has access to the information and how it is used (Dinev et al. 2006a). 

Research in the context of social media confirmed that users who have less control over their 



Surveillance and Privacy 

87 

personal information report more privacy risks (Cheung et al. 2015; Zlatolas et al. 2015). Therefore, 

decentralized data storage location in DCT technologies, which affords users more control over 

whether and when to upload their encounter log, is supposed to alleviate privacy risk as compared 

with centralized data storage location. Accordingly, we propose that: 

H2a: Users will perceive DCT technologies with a decentralized data storage location to 

be associated with lower privacy risk compared to DCT with a centralized data storage 

location. 

However, similar to the privacy-preserving features of the collection of relative vs absolute 

and relative location data collection, decentralized data storage location may also imply a tension 

between privacy protection and functionality in DCT. A decentralized data storage location might 

diminish the efficiency of the contact tracing process. Specifically, in a centralized architecture for 

data storage location, as permission to access the encounter log to the centralized server is implied 

upon installation of the DCT technology, the data are readily available to the authorities. This 

allows health authorities’ quick and efficient access to the data for contact tracing. So, if there is a 

need for contact tracing, such as when a user has been diagnosed as an infected case, contact 

tracing can be conducted immediately. However, for a decentralized architecture where each user 

exerts control over whether and when to share their encounter log to health authorities, contact 

tracing can only be conducted after each user gives explicit permission to access their data. Thus, 

the delay due to obtaining users’ permission would make the process less timely and less efficient. 

In other words, in a decentralized architecture for data storage location, the efficiency of contact 

tracing and therefore the contact traceability will be compromised. This leads us to propose: 

H2b: DCT with decentralized (vs. centralized) data storage location will lead to lower 

perceived contract traceability. 
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3.3.4 The Dual Role of Existing User Base  

Although there is likely a tension between the effects of DCT on privacy preservation and 

utility enhancement, we suggest a contextual factor in DCT that could resolve this tension, i.e., 

existing user base, thereby maintaining utility while preserving privacy. Specifically, we propose 

a dual role of existing user base whereby a larger user base may 1) strengthen the effects of the 

two privacy-preserving features in reducing the privacy risks, and 2) directly improve the 

perceived contact traceability of DCT technologies. We elaborate on these two roles below. 

Firstly, we refer to the theory of deindividuation (Diener et al. 1980) to hypothesize the 

moderating effects of existing user base for the effects of privacy-preserving features on privacy 

risk. Deindividuation is described as a state of diminished focus on self and reduced concern for 

social evaluation (Postmes and Spears 1998). Prior research on deindividuation shows when 

people are immersed in a large crowd, they view themselves as less traceable and identifiable. This 

means that a larger existing user base leads to greater sense of anonymity for each individual user 

(Jiang et al. 2013), which would subsequently lead them feel more protected and less concerned 

about their privacy. In the DCT context, we argue that the larger the existing user base is, the 

harder individual users’ identity can be revealed. Therefore, users would perceive a higher level 

of anonymity, which leads to the state of deindividuation. Under the state of deindividuation, users 

would feel protected more easily, and therefore the effects of the privacy-preserving features, i.e., 

the collection of relative location only and the decentralized data storage location, would be 

stronger. 

In contrast, when existing user base is small, we contemplate that even DCT is designed 

with privacy-preserving features, the privacy risk may still not be notably reduced. For example, 

in a small user network, even if geolocation data is not collected, or data is stored in a decentralized 
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way, users may still be concerned that their identity might be revealed through other ways, like 

unintended inference and background knowledge attack. Therefore, although technically users’ 

identities and personal information can be protected by the privacy-preserving designs, their 

perceived low anonymity in a small network may still lead them to perceive a high privacy risk. 

Hence, we hypothesize that: 

H3a: The effect of collecting relative location only (vs. geolocation and relative location) 

data on privacy risk is stronger when there is a larger existing user base than when there 

is a smaller existing user base. 

H3b: The effect of decentralized (vs. centralized) data storage location on privacy risk is 

stronger when there is a larger existing user base than when there is a smaller existing 

user base. 

Drawing on network effects theory (Katz and Shapiro 1986), we propose another role of 

existing user base, which is to directly enhance contact traceability. Network effect posits that the 

value or utility users derive from a good or service are positively associated with the size of the 

network (Katz and Shapiro 1986). Information and communication technology (ICT) is a typical 

example that demonstrates network effect. For example, when the number of users of a mobile 

SNS platform increases, individual users would perceive the platform as more useful or enjoyable 

because they can connect with more users, therefore, they gain more benefit from using the 

platform (Lin and Lu 2011).  

DCT technologies, as a public health surveillance system, are also expected to experience 

strong network effects, since its goal is to benefit the whole community by recording encounters 

between as many people as possible, tracking the infected case in an effective and timely manner. 

Health authorities claimed that the potential contribution of DCT technologies depends on the 
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wide-scale adoption of the same tool (WHO 2020). To illustrate, imagine person A is diagnosed 

as infected with COVID-19 and was in close contact with person B, who was subsequently in 

contact with person C. In this case, C will not be notified of being at risk if B does not use the 

DCT. That is, the contact traceability will be decreased if there are not enough users in the network. 

Hence, having a large portion of the whole population using DCT technologies can result in an 

enhancement of contact traceability of the contact tracing. Thus, we hypothesize that: 

H4: Existing user base will be positively associated with contact traceability. 

3.3.5 Privacy Calculus Revisited  

As introduced earlier, the novel context of DCT allows us to contextualize the benefit 

concept in privacy calculus to a broader sense. Because DCT as a public health surveillance system 

is designed to benefit not only the focal user but the whole community.  

Based on privacy calculus, we propose that community benefit, which is contextualized as 

contact traceability in this research, would be evaluated against privacy risk to determine the user’s 

intention to use the DCT technology. Previous studies suggest that privacy risk is negatively 

associated with the intention to adopt certain technology (Shaw and Sergueeva 2019), while 

perceived benefit is positively related to the intention to adopt (Shaw and Sergueeva 2019). 

Following such well-established theorization of privacy calculus, we argue that users would be 

less likely to adopt a DCT technology if the privacy risk is high. And we argue that the positive 

effect of benefit on behavioral intention applies to our conceptualization of community benefit, 

i.e., contact traceability. Specifically, users would be more likely to use a DCT technology if they 

perceive the technology is effective in contact tracing and protecting the community they are living 

in. Hence, we propose: 
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H5: Privacy risk is negatively related to users’ intention to use a DCT technology. 

H6: Contact traceability is positively related to users’ intention to use a DCT technology. 

3.4 METHODOLOGY 

3.4.1 Experimental Design and Procedure 

We conducted an online experiment using a 2 (location data collection: relative location 

only vs. geolocation and relative location) x 2 (data storage location: decentralized vs. centralized) 

x 2 (existing user base: low vs. high adoption rate) full-factorial between-subjects design. A mock-

up contact tracing app, COVIDTRAIL, was developed for the experiment, where information 

about the data storage location, location data collection, and existing user base was manipulated 

as follows. 

Manipulation of data storage location provided participants with information pertaining to 

where the collected data would be stored, as well as the procedures required for health authorities 

to access these data. Specifically, for conditions of decentralized data storage location, participants 

were informed that all encounter logs are securely and locally stored on their personal mobile 

phones and will not be accessible without their explicit permission. For conditions of centralized 

data storage location, participants were informed that all encounter logs are routinely uploaded 

and stored in a central server. Manipulation of location data collection informed participants 

whether their relative location data or geolocation data would be collected. In the conditions of 

collection of relative location data only, participants were informed that contact tracing would be 

done by collecting their exchange of Bluetooth signals and no geolocation data would be collected, 

thus the information collected would not reveal where they had been. In the conditions of collection 

of geolocation and relative location data, participants were explicitly told that geolocation data 
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would be collected in addition to the exchange of Bluetooth signals. Existing user base was 

manipulated by telling participants the proportion of people in the subject’s local community that 

have already installed the contact tracing app, i.e., 5% vs. 50%. Table 3-2 below shows the details 

of the manipulation. 

Table 3-2: Details on Experimental Manipulation 
Independent Variable Manipulation Description 
Data Storage Location Centralized 

Data Storage 
All encounter logs are uploaded and stored in a 
central server to allow quick and efficient access by 
relevant personnel for the purpose of contact 
tracing. Each user’s encounter log is routinely 
uploaded to a central server.  

Decentralized 
Data Storage 

All encounter logs are securely and locally stored on 
your own phone and nobody can access your data 
without your permission. Each user’s encounter log 
is securely stored on his or her own phone.  

Location Data 
Collection 

Collection of 
Geolocation 
and Relative 
Location 
Data  

Geolocation data from a user’s phone is collected by 
the app.  

Collection of 
Relative 
Location 
Data Only 

No geolocation data are collected by the app.  

Existing User Base 5% Adoption 
Rate 

Around 5% of the people in your local community 
have already installed COVIDTRAIL. 

50% 
Adoption 
Rate 

Around 50% of the people in your local community 
have already installed COVIDTRAIL. 

 

Participants were randomly assigned to one of the eight conditions. To begin with, they 

were shown a webpage introducing the app COVIDTRAVIL with an infographic as well as 

statements of privacy policies to help explain to participants how COVIDTRAIL collects and 

utilizes data to conduct contact tracing. Depending on the condition to which the participant was 

assigned, the infographic and privacy policies stated whether geolocation and relative location data 

or relative location data only will be collected and whether data storage location will be centralized 
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or decentralized (see Appendix B for a sample illustration). Participants were then asked to 

complete a survey, where the manipulation for existing user base was presented. They were asked 

to evaluate the app by answering survey questions about the app itself (i.e., as a manipulation 

check of the treatments), perceived privacy risks, contact traceability, intention to use, experience 

of using a smartphone, control variables (dispositional privacy concerns and perceived pandemic 

threat level), and demographics. Appendix C lists all the measurement items. All survey items 

were measured on a five-point Likert Scale. Appendix C also includes the questions for the 

manipulation checks. 

3.4.2 Participants 

Participants were recruited from Amazon Mechanical Turk. We restricted the task to 

Mechanical Turk Workers with an approval rate of at least 95% for their previous tasks. It has 

been shown that MTurkers with a Human Intelligence Task (HIT) approval rate, which represents 

the proportion of completed tasks that are approved by Requesters, of at least 95% score better on 

measures of attentiveness compared to MTurkers with a HIT approval ratio lower than 95% (Peer 

et al. 2014). By imposing the restriction, we hoped to overcome the issue of unreliable workers 

(Hunt and Scheetz 2019). Each participant was paid $0.40 for completing the survey, which is a 

reasonable payment for a survey that takes around 15 minutes to complete, given that the median 

hourly wage of the typical Mturk worker is $1.38 per hour (Horton and Chilton 2010). We got a 

total of 1447 responses, of which 552 failed an attention check which required subjects to input a 

uniquely generated 13-digit key displayed at the bottom of the mock-up app. Of the remaining 895 

responses, 197 responses that took less than five minutes to complete were deemed to be not 

serious in their responses, as five minutes was the minimum amount of time needed to complete 

the survey when the experimenters attempted the survey. Hence, we got a total of 698 responses 
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that passed the attention check and time check, amongst which 246 failed the manipulation check 

and were excluded from subsequent analysis, resulting in 452 responses for analysis. The average 

age of the subjects was 40. 48.2% of the participants were female. The participants were on 

average, very active smartphone users (mean = 4.66, five-point scale), which suggested that a 

digital mobile app would have been relevant to them. 400 out of 452 participants were from the 

US. Participants from other countries include Brazil (16), Italy (10), Canada (9), the UK (5), Spain 

(4), and the rest of the world (8). 

3.5 DATA ANALYSIS AND RESULTS  

In this section, we present the results of the proposed research model. Table 3-5 shows the 

privacy risk and contact traceability ANOVA test results.  

3.5.1 Randomization Check 

We collected data for control variables associated with the DCT context including 

dispositional privacy concerns and perceived pandemic threat level. Multivariate ANOVA results 

showed no significant difference across the conditions in terms of dispositional privacy concerns 

(p > 0.05) and perceived pandemic threat level (p > 0.05). Also, we find no significant differences 

across the conditions in terms of demographic variables, age (p > 0.05), gender (p > 0.05), and 

experience of using a smartphone (p > 0.05). which implies that randomization was successful and 

confounds with dispositional privacy concerns or perceived pandemic threat level would be 

unlikely. 
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3.5.2 Measurement Model 

The measurement model of the constructs was assessed through convergent validity, 

discriminant validity, and construct reliability.  

Convergent validity was assessed by determining whether items within the same construct 

correlate highly among themselves. The loadings of all the items in their respective latent 

constructs are higher than 0.7 (except for CT3), indicating good convergent validity (Comrey 

1973).  

Discriminant validity was assessed by checking whether all the item loadings on the 

intended construct are higher than loadings on other constructs (Cook and Campbell 1979). As 

shown in Table 3-3, the loadings of indicators on their respective latent variables were higher than 

the loadings of other indicators on these latent variables and the loadings of these indicators on 

other latent variables, indicating good discriminant validity. Table 3-4 also shows that the square 

root of the average variance extracted (AVE) of each latent variable was greater than the 

correlations between that latent variable and all other latent variables, which further supported 

adequate discriminant validity (Barclay et al. 1995). 

Table 3-3: Loadings and Cross Loadings 
Constructs Items PR AdopINT CT 
Perceived Privacy 
Risk 

PR1 0.816 -0.138 -0.083 
PR2 0.863 -0.202 -0.055 
PR3 0.886 -0.16 -0.135 
PR4 0.879 -0.079 -0.065 
PR5 0.827 -0.248 -0.065 

Intention to Use AdopINT1 -0.234 0.913 0.206 
AdopINT2 -0.243 0.909 0.206 
AdopINT3 -0.212 0.932 0.188 

Contact traceability CT1 -0.146 0.301 0.747 
CT2 -0.176 0.106 0.804 
CT3 0.021 0.317 0.672 
CT4 -0.024 -0.017 0.833 
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Adequate reliability was demonstrated as the measurement items generally loaded heavily 

on their respective constructs, with loadings above 0.70 (except CT3 at 0.67) (Table 3-3). The high 

composite reliability and Cronbach alpha scores shown in Table 3-4 also lent support (i.e., above 

0.70) to satisfactory internal consistency.  

Table 3-4: Internal Consistency and Discriminant Validity of Constructs 

 
Composite 
Reliability 

Cronbach's 
Alpha 

Perceived 
Privacy 

Risk 
Contact 

Traceability 
Adoption 
Intentions 

Perceived Privacy Risk 0.924 .922 0.842   
Contact Traceability 0.867 .813 -0.238 0.792  
Adoption Intentions 0.97 .969 -0.448 0.434 0.956 
Notes. Bold numbers show the square roots of the AVE values, while the off-diagonal elements are 
the correlations between the variables. 

3.5.3 Results on Perceived Privacy Risk and Contact Traceability 

ANOVAs were conducted to test the effects of the two privacy-preserving features and 

existing user base on users’ perceived privacy risk and contact traceability. Results are shown in 

Table 3-5.  

Table 3-5: ANOVA Test – Main and Interaction Effects 

Independent Variable 
Dependent 
Variable df 

Mean 
square F p 

Location Data Collection Privacy Risk 1 37.83 38.28 .000 
Data Storage Location Privacy Risk 1 9.05 9.15 .003 
Existing User Base Privacy Risk 1 2.39 2.42 .121 
Existing User Base  Location Data 
Collection  Privacy Risk 1 5.78 5.84 .016 

Existing User Base  Data Storage 
Location Privacy Risk 1 3.28 3.32 .069 
Location Data Collection Contact traceability 1 0.03 0.07 .798 
Data Storage Location Contact traceability 1 0.19 0.38 .539 
Existing User Base Contact traceability 1 2.40 4.85 .028 
      

 

Location data collection was shown to significantly influence perceived privacy risk (F(1, 

446) = 38.28, p < 0.001); that is, users perceived DCT technologies that collect relative location 

data only to be associated with lower privacy risks compared to DCT technologies that collect both 
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geolocation and relative location data. Hence, H1a was supported. Data storage location was also 

found to have a significant effect on perceived privacy risk (F(1, 446) = 9.15, p < 0.01); that is, 

when data storage location is decentralized, users perceived significantly lower privacy risk than 

when data storage location is centralized. Hence, H2a was supported. 

There was a positive significant interaction effect between existing user base and location 

data collection on privacy risk (F(1, 446) = 5.84, p < 0.05); that is, the effect of collecting relative 

location only (vs. geolocation and relative location) data on privacy risk is stronger when there is 

a larger existing user base than when there is a smaller existing user base. Hence, H3a was 

supported. We also found a marginally significant positive interaction between existing user base 

and data storage location on privacy risk (F(1, 446) = 3.32, p = 0.07). Hence, H3b was marginally 

supported. Figure 3-2 and Table 3-6 shows the interaction effects of existing user base and location 

data on privacy risk. 

 

Note: Error bars represent +1/-1 SE. 

Figure 3-2: Interaction Effects between Privacy-preserving Features and Existing User Base 
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Table 3-6: Means and Standard Deviations of the Eight Conditions 
  Centralized data storage  Decentralized data storage 

  
5% adoption 

rate 

50% 
adoption 

rate  
5% adoption 

rate 

50% 
adoption 

rate 
Perceived privacy risk           
Collection of geolocation 
and relative location data 3.73 (0.11) 3.94 (0.14)  3.60 (0.12) 3.55 (0.14) 

Collection of relative 
location data only 3.36 (0.13) 3.19 (0.14)  3.26 (0.13) 2.68 (0.15) 

Contact traceability          
Collection of geolocation 
and relative location data 3.88 (0.10) 3.84 (0.11)  3.72 (0.08) 4.06 (0.08) 

Collection of relative 
location data only 3.81 (0.10) 3.93 (0.10)  3.85 (0.09) 4.00 (0.08) 

 

Contrary to our hypotheses, however, location data collection did not have a significant 

effect on contact traceability (F(1, 448) = 0.07, p > 0.1); hence, H1b was not supported. Data 

storage location did not affect contact traceability, either (F(1, 448) = 0.38, p > 0.1); hence, H2b 

was not supported. Existing user base was found to significantly increase perceived contact 

traceability (F(1, 448) = 4.85, p < 0.05). Hence, H4 was supported.  

3.5.4 Results on Behavioral Intentions 

A linear regression analysis was conducted to test the effects of perceived privacy risk and 

contact traceability on intention to use. Perceived privacy risk was found to have a significant 

negative effect on intention to use (β = -0.449, p < 0.001). Therefore, H5 was supported. Contact 

traceability was found to have a significant positive effect on intention to use (β = 0.692, p < 

0.001). Therefore, H6 was supported.  
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3.6 DISCUSSION  

3.6.1 Key Findings 

Firstly, our results show that the two privacy-preserving features, namely the collection of 

relative location data only (vs. geolocation and relative location data) and a decentralized (vs. 

centralized) architecture for data storage location, can effectively reduce privacy risks for users of 

DCT technologies. The collection of relative location data only reduces privacy risk because less 

sensitive information is collected which makes users experience a higher level of anonymity. And 

a decentralized architecture for data storage location provides users with more control over their 

data, such that the privacy risk is reduced because they can determine whether and when to upload 

their information, e.g., encounter log.  

However, contrary to our expectations, we found that these two privacy-preserving features 

do not result in a decrease in contact traceability. In earlier theorization, we argued that contact 

traceability would be diminished because the accuracy of collected information would be lower if 

collecting relative location only (vs. geolocation and relative location) data, and the efficiency of 

conducting the contact tracing process would be lower if data is stored in a decentralized (i.e., on 

individual users’ devices) rather than a centralized (i.e., on a centralized server) way. Although the 

two mechanisms are believed to be valid and have empirical support in the literature, we posit that 

for a system aiming at benefiting the whole population e.g., DCT technologies, its utility 

evaluation based on individual users’ subjective perceptions may not be consistent with the actual 

performance from a technical perspective. For one, users in the general population are usually not 

very tech-savvy and thus may not be sensitive to marginal changes in technological details. For 

another, as emphasized before, the DCT technologies are designed to benefit the whole population 

instead of just individual users. In such cases, it might not be very straightforward for individual 
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users to make an accurate assessment of contact traceability. Therefore, it is reasonable that 

individual users do not perceive a compromise of the contact traceability of DCT technologies 

resulting from the design of privacy-preserving features. 

Secondly, our results shed light on the role of an important contextual factor, i.e., existing 

user base, in deploying DCT technologies. We found that, on the one hand, a large existing user 

base can strengthen the effects of both privacy-preserving features on privacy risk. Specifically, 

we found that the effectiveness of collecting relative location only (vs. geolocation and relative 

location) data in preserving users’ privacy is higher when there is a larger existing user base than 

when there is a smaller one. Similarly, the decentralized (vs. centralized) data storage location is 

also perceived to be more effective in reducing privacy risk when there is a larger existing user 

base than when there is a smaller one. On the other hand, we found that a larger existing user base 

can directly enhance the contact traceability of DCT technologies, explained by network effects, 

i.e., the utility of contact tracing is improved as more people are using the DCT technologies.  

Thirdly, our results confirmed the established relationships in privacy calculus, with an 

emphasis on contextualizing the benefits from a community perspective, i.e., contact traceability. 

As in previous studies on privacy calculus, privacy risk is found to be negatively related to users’ 

intention to use the DCT technology. Besides, we show that although the intention to use DCT 

technologies is an individual decision, the community or societal benefit of DCT, i.e., contact 

traceability, plays a considerable role in users’ intention. This highlights the applicability of the 

privacy calculus perspective beyond a traditionally examined setting where technology is designed 

for individual users’ needs and benefits. 
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3.6.2 Theoretical Contribution 

Our study makes the following important contributions to the literature of both privacy 

calculus and privacy-preserving design. Firstly, we contribute to privacy calculus literature by 

examining the effect of design features that have been understudied, specifically, the privacy-

preserving features, as antecedents of privacy calculus. The existing literature has examined 

various types of antecedents of privacy calculus, including individual characteristics (e.g., privacy 

self-efficacy) (Schade et al. 2018; Wang et al. 2017), contextual factors (e.g., compensation and 

regulation) (Schade et al. 2018; Wang et al. 2017), cognitive and affective factors (e.g., perceived 

control and trust) (Schade et al. 2018; Wang et al. 2017), while little research has investigated the 

effects of specific design features. In this study, we fill this research gap by studying how the two 

privacy-preserving features, i.e., the collection of relative location data only (vs. geolocation and 

relative location data) and a decentralized (vs. centralized) architecture for data storage location, 

can influence users’ privacy risk and the functionality of DCT technologies. To the best of our 

knowledge, this is the first study to investigate the effects of privacy-preserving features on users’ 

privacy calculus.  

Secondly, we contribute to the literature on privacy-preserving design which showed that 

privacy-preserving features can alleviate the risk of privacy invasion (Sutanto et al. 2013) or 

address users’ privacy concerns (Karwatzki et al. 2017). Specifically, although there is a long-held 

view about the tension between privacy-preservation and functionality (Cheng et al. 2018), e.g., 

accuracy and efficiency, our results show that the tension may not always be a concern. One 

important notion is whether the evaluation of privacy risk and utility is made at the same level. 

Specifically, if they are both evaluated at an individual level, i.e., individual users assess the extent 

of privacy risk for themselves, and the utility they can get from using a system for themselves, we 
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should expect the existence of such a tension. However, in many cases, the tension involves not 

just an isolated individual but a group of people. For example, in the DCT context, individual 

users’ privacy is often taken into consideration with the benefit of a large community. In such 

cases, although individual users may have a clear perception and evaluation about their own 

privacy risks, they may not be able to accurately evaluate how effective the contact tracing is and 

how much benefit it can bring to the whole community. Our study shows that in contexts where 

individual users give up personal privacy for the sake of a collective benefit, the existence of the 

tension between privacy-preservation and system functionality cannot be taken for granted and 

should be scrutinized more carefully.  

Lastly, the benefits examined in the existing privacy calculus literature focused exclusively 

on personal benefits (Dinev et al. 2016; Jiang et al. 2013; Xu et al. 2011), while the novel and the 

unique context of DCT allowed us to theorize users’ privacy calculus with an emphasis on 

community benefits. Different from the well-studied contexts where technologies are designed 

primarily for individual users, e.g., social media, location-based services, DCT technologies as a 

public health surveillance system aim to benefit not individual users but the community at large. 

However, we found little research considering the role of community or collective benefits in 

privacy calculus. Our findings can be generalized to other contexts where technologies are 

designed for collective good rather than individual utility. 

3.6.3 Practical Implication 

Our study also provides some practical implications for DCT design and deployment. 

Firstly, for developers of DCT technologies, we suggest that designing with privacy-preserving 

features brings benefits as intended, i.e., reducing users’ privacy risk, but it does not necessarily 

come at the cost of compromising its functionality from individual users’ perspective. Specifically, 
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we show such effects of two privacy-preserving features that are particularly relevant to the DCT 

context, i.e., the collection of relative location data only (vs. geolocation and relative location data) 

and a decentralized (vs. centralized) architecture for data storage location. Our discussion above 

elaborated why they appear to be even more beneficial than they are supposed to be.  

Secondly, our study suggests that health authorities or governments should spend great 

efforts in expanding the user base when deploying DCT. A larger existing user base would 

encourage individuals to use DCT technologies through two mechanisms. One is to strengthen the 

negative effects of privacy-preserving features on privacy risk, the other is to directly enhance the 

contact traceability of DCT technologies. Considering these benefits, health authorities and 

governments should consider persuading more people to use DCT technologies through means 

such as proactive advertising and public service announcement campaigns.  

3.6.4 Limitation 

We should acknowledge the following limitation of the current study. First, no actual app 

was developed so we could not observe the actual app download behaviors after users were 

exposed to the mock webpage. Although measuring intention is considered informative at the 

initial adoption stage (Xu et al. 2009), and represents an appropriate proxy for actual behavior 

(Trang et al. 2020), obtaining users’ actual behavior would complement our result with more 

robust and convincing evidence. Therefore, future research could examine actual user behaviors 

in response to different privacy-preserving designs.  

Second, as our study was conducted on Amazon Mechanical Turk, the subjects we have 

access to are heavily skewed to the US (89% of our participants). The effects of culture have 

previously been empirically tested and found to be significant in both privacy calculus (Dinev et 

al. 2006b) and government surveillance (Dinev et al. 2006a) contexts. Therefore, future research 
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can consider testing our research model in different cultural contexts to increase its generalizability 

or enrich the theorization by incorporating cultural differences. 

Third, the effects of individualism vs collectivism were not studied and could be an 

important control variable given the public health context of our study. While we could try to 

proxy for the control variable: individualism vs collectivism by using the originating countries of 

the subjects, this was not feasible due to data limitations. As discussed in the previous paragraph, 

89% of our subjects are from the US, hence there might not be enough variation to tease out the 

effects of this control variable. Therefore, future research should collect data more evenly from 

different originating countries so we can use it as a proxy to control for individualism vs 

collectivism.  
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 CHAPTER 4: CONCLUSION 

The two studies in this thesis are focused on the themes of surveillance and privacy that 

are particularly important in helping us fully understand privacy-surveillance tradeoffs in different 

contexts. Study One studies the impact on economic outcomes in a retail context by exploring the 

impact of surveillance technology in an unmanned retail environment on consumer behavior. 

Study Two studies the impact on public health outcomes in the context of disease control by 

investigating how incorporating privacy-preserving features into digital contact tracing could 

impact adoption intentions. 

Study One identifies a specific scenario where there could be an economic incentive to 

installing surveillance technology – unmanned retail shelves. It then proposes a design experiment 

to study the impact of surveillance technology on behavioral and economic outcomes. Particularly, 

the study compares the treatment effects of CCTV cameras and sensor greeting bells, which 

represent formal and informal surveillance respectively. The findings revealed that even though 

formal surveillance has a stronger deterrence on theft rate as compared to informal surveillance, 

its positive economic impact is canceled out by the reduction in customer approach rates due to 

privacy concerns. 

Study Two is set against the backdrop of the COVID-19 pandemic and public health 

surveillance needs that are essential to help contain the virus. This study investigates the impact 

of privacy-preserving features on perceived privacy risk and contact traceability associated with a 

digital contact tracing solution, and ultimately the impact on adoption intentions. The findings 

revealed that these privacy-preserving features reduced perceived privacy risk as intended and that 

the effects of these privacy-preserving features on privacy risks are strengthened in the presence 

of a larger user base as compared to a smaller user base. On the other hand, the findings showed 



Surveillance and Privacy 

106 

that these privacy-preserving features did not negatively impact the contact traceability of the 

digital contact tracing solution. Perceived privacy risk was found to have a significant negative 

impact on adoption intentions while contact traceability was found to have a significant positive 

impact on adoption intentions. 

In summary, this thesis aims to uncover if and how a surveillance technology should be 

implemented, given its strong privacy implications. Overall, our findings suggest that surveillance 

technology’s benefits may not always outweigh the costs arising from the resultant privacy risks. 

Hence, it is important that privacy risks be made part of the evaluation criteria for firms or users 

adopting new surveillance technology. As privacy concerns become an increasingly important 

consideration in adoption decisions, one solution could be to design privacy-preserving features 

into the surveillance artifact. Our findings suggest that a well-designed privacy-preserving feature 

could improve adoption by reducing privacy risk without negatively impacting functionality. 

Essentially, this thesis shows that to successfully implement surveillance technology for the benefit 

of society, we need to both understand and manage the associated privacy risks, whether through 

choosing a technology with inherently lower privacy risks or to directly reduce privacy risk 

through designing privacy-preserving features into the surveillance artifact. 

These two studies have both theoretical and practical implications. First, this thesis 

contributes to the IS literature on surveillance by exploring how surveillance technology could 

impact user adoption behavior through multiple mechanisms. Existing research on the impact of 

surveillance has been largely limited to workplace (Ball 2010; D’Urso 2006; Watkins Allen et al. 

2007) or government (Dinev et al. 2006a; Dinev et al. 2008; Reddick et al. 2015) surveillance 

programs. Hence, these existing studies do not sufficiently investigate the IT artifacts that are 

central to the act of surveillance. Through a field experiment, Study One investigates the impact 
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on privacy concerns of two IT artifacts with formal and informal surveillance properties 

respectively. Facilitated by the unmanned context of our study, we were able to investigate the 

surveillance properties of the IT artifacts without having it been confounded by the presence of 

experimenters. Our findings revealed that privacy concerns are just one of the many mechanisms 

through which surveillance technology may impact user behavior. Formal surveillance was found 

to impact user behavior through assurance and deterrence mechanisms in addition to increased 

privacy concerns. Informal surveillance was found to impact user behavior through social 

presence. In Study Two, we studied digital contact tracing (DCT), a form of public health 

surveillance. Our findings showed that the privacy risk and contact traceability associated with the 

DCT would impact user adoption. In summary, while the findings may highlight that privacy is 

indeed a common concern when implementing surveillance technologies, there may also be other 

properties unique to the surveillance artifact being implemented that could also impact user 

response. Hence it is important that surveillance technologies are evaluated holistically as an IT 

artifact for implementation, as opposed to focusing solely on its privacy implications.  

Second, this thesis shows that the privacy concerns discussed above can be effectively 

overcome through better product design. This contribution responds to the proposed research 

agenda in Plangger and Montecchi (2020)’s study, which noted that further research is needed to 

understand how consumer privacy concerns can be mitigated to better design products and 

services. By comparing formal and informal surveillance in Study One, our findings show that 

informal surveillance, which did not collect identifying information of subjects, did not 

significantly reduce the approach behavior of subjects. This implies that privacy concerns were 

successfully mitigated in the informal surveillance design. However, this had come at a cost in 

terms of functionality, which was reflected in our findings that the informal surveillance design 
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did not significantly deter deviant behavior. This reflects an inherent tension between protecting 

privacy and enhancing functionality, as discussed in existing literature (Abowd and Schmutte 

2019; Dinur and Nissim 2003). We further explored this tension between privacy-preservation and 

functionality in Study Two. Contrary to Study One, our results for Study Two show that the tension 

may not always be a concern. Study Two demonstrated that this tension between privacy-

preservation and functionality does not necessarily hold when the perceived functionality must be 

evaluated on a collective scale. Specifically, while individual users may believe that privacy-

preserving features reduce privacy risk as expected, the corresponding loss in functionality for the 

purpose of contact tracing may not be accurately evaluated by them since they are only impacted 

indirectly. As a result, the loss in functionality as perceived by individual users may be less than 

the actual lost in functionality to the community. This suggests that it may be possible to implement 

privacy-preserving features to overcome privacy concerns without compromising on functionality.  

Third, we expand on existing literature that assessed tradeoffs between privacy and 

surveillance (Farivar 2018; Pavone and Esposti 2012; Strauß 2017). Study One enhances the 

privacy-surveillance tradeoff perspective by empirically testing for deterrence effects of 

surveillance technology on deviant behavior, providing a better understanding of the effectiveness 

of electronic surveillance relative to potential drawbacks in terms of privacy concerns. Practically, 

Study One provides more comprehensive insights to retailers making decisions to implement 

electronic surveillance. It suggests that the negative economic impact resulting from privacy 

concerns associated with formal electronic surveillance could outweigh the positive economic 

impact resulting from a reduction in theft. Thus, even though informal, lightweight surveillance 

technologies might be less effective in reducing theft rates, they could still lead to better economic 

outcomes. Study Two also contributes to the privacy-surveillance discussion by adopting a privacy 
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calculus framework to the surveillance context. Study Two expands the privacy calculus 

framework by examining privacy-preserving features as antecedents of privacy calculus, which 

distinguishes itself from antecedents studied previously such as individual characteristics, 

contextual factors, and cognitive and affective factors. The novel context of DCT also allows us 

to theorize users’ privacy calculus with an emphasis on community benefits, as compared to 

personal benefits in existing privacy calculus literature (Dinev et al. 2016; Xu et al. 2011), thus 

expanding the privacy calculus framework and contributing to the privacy-surveillance literature. 

Overall, technological advances have blurred the distinction between privacy concerns 

arising from surveillance and information technologies, and the merging of these two fields 

heightens privacy concerns beyond simple additive effects (Kearns 1998). This is particularly 

evident in social media, where our personal video and imagery are governed by the same rules as 

global surveillance technologies and news footage (Flynn and Mackay 2017). Twitter, for 

example, is not just increasingly integrated with how news reports are written and broadcasted. 

The manner in which Twitter users engage with news events as they unfold gives Twitter the 

possibility of tracking the reading habits of users around the web (Higgins 2015).  

The mechanisms investigated in this thesis are particularly important to the development 

and implementation of surveillance systems by expanding our understanding of the impact of 

different surveillance technologies and privacy-preserving designs on user outcomes. 

Additionally, given the growing capabilities of information technologies to act as surveillance 

technologies, understanding these mechanisms is increasingly important to our understanding of 

not just surveillance systems, but also any IT artifact with surveillance properties. 

Despite privacy concerns, surveillance technologies remain critical in meeting future 

societal challenges. Besides the contexts of consumer retail and public health investigated in this 
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thesis, future studies could evaluate the impact of surveillance technologies in equally important 

contexts such as public spaces and transport hubs. Additionally, while there has been ongoing 

research proposing privacy-preserving techniques (Bonetto et al. 2015; Dufaux and Ebrahimi 

2008; Oleshchuk 2009), future studies could be carried out to evaluate the effectiveness of these 

newly developed privacy-preserving techniques in allaying information privacy concerns, as Study 

Two had done for privacy-preserving techniques identified for digital contact tracing (Bay et al. 

2020).  

As surveillance technologies become increasingly common in both private premises and 

public spaces (Koskela 2000), there is also a pressing need for future research to be conducted at 

the individual subject level. This will contribute to a deeper understanding of the mechanisms 

through which surveillance technologies maintain discipline or deter deviant behavior, as well as 

accompanying cues that could lead to information privacy concerns. Ultimately, the existence of 

privacy-surveillance tradeoffs points to the need for theory-driven design guidelines for the 

development of future surveillance systems. 

Taken together, Study One and Study Two of this thesis enrich our understanding of the 

privacy-surveillance tradeoff by identifying the underlying mechanisms that lead to different user 

outcomes. As surveillance technologies become increasingly available and important in managing 

the growing challenges of society, further research in this direction could ensure that the 

advancement of surveillance technology does not proliferate into an information privacy threat. 

 



Surveillance and Privacy 

111 

 APPENDIX A – ECONOMIC MODEL FOR STUDY I 

The possible stages for a subject that passes by our unmanned retail shelf are described in 

Figure 5-1 below. 

 

Figure 5-1: Potential Subject Actions 
 

Our model specification for the overall economic impact at an unmanned retail shelf is: 

 (1) 

Where: 

ABPU = Average number of bottles taken per paying user 

ABNPU = Average number bottles taken per non-paying user 

RPB = Revenue per bottle 

CPB = Cost per bottle 

P(A) = Approach rate 

P(C) = Conversion rate 

P(t) = Theft rate 

P(p) = Payment rate 

P(tw) = Take water rate 

Thefti

ApproachiPasserbyi

Paymenti

P(A): 
Approach 
rate

P(tw): 
Probability of 
taking water

Take wateri

P(t):
Theft rate

P(p):
Payment rate

P(C): Conversion rate

P(C) = P(tw) x P(p)
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 APPENDIX B – INFOGRAPHIC INTRODUCING COVIDTRAIL 

For illustration, Figure 6-1 shows the infographic for the condition with geolocation data 

collection and centralized data storage location. Message for other conditions was manipulated as 

in Table 3-2. 

 

Figure 6-1: Infographic Introducing COVIDTRAIL 
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 APPENDIX C – MEASUREMENT ITEMS FOR STUDY II 

Perceived Pandemic Threat Level – Self-developed measurement items 

PPTL1: COVID-19 poses a severe threat to my community.  

PPTL2: It is important to curb the spread of COVID-19. 

PPTL3: Effective social distancing is important in the fight against COVID-19. 

PPTL4: I am concerned that I may be susceptible to COVID-19.  

PPTL5: There are many confirmed COVID-19 cases in my community.  

Dispositional Privacy Concerns – Adapted from Malhotra et al. (2004) 

DPC1: It is very important to me that I am aware and knowledgeable about how my personal 

information will be used. 

DPC2: It usually bothers me when I am asked for my personal information online. 

DPC3: Online companies should never share personal information with other organizations unless 

it has been authorized by the individuals who provided the information. 

DPC4: In general, I am concerned about threats to my personal privacy today. 

DPC5: User privacy is really a matter of users’ right to exercise control and autonomy over 

decisions about how their information is collected, used and shared. 

Perceived Privacy Risk – Adapted from Dinev and Hart (2006) and Xu et al. (2009) 

PPR1: There is a risk for users of the contact tracing app because personal information (e.g., 

geolocation and/or contact data) collected by the contract tracing app could be exploited.  

PPR2: Allowing the contact tracing app to access my personal information (e.g., geolocation 

and/or contact data) could involve many unexpected problems.  
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PPR3: It would be risky to provide my personal information (e.g., geolocation and/or contact data) 

to the contract tracing app. 

PPR4: Disclosing my personal information (e.g., geolocation and/or contact data) to the contact 

tracing app could incur a high potential of safety, social and psychological losses. 

PPR5: I am worried that my personal information is collected when I use this contact tracing app. 

Contact traceability – Self-developed measurement items 

CT1: The app can effectively trace the infection path of COVID-19 in my community. 

CT2: The app can facilitate linking related infected cases since the encounter log stores all 

incidences of close contact between users.  

CT3: If one has been in close contact with another user of the app, the app will always be able to 

successfully record that encounter.  

CT4: As a user of the app, any close contact one has with other app users can be traced through 

the tracking data saved within the encounter log of the app. 

Use Intentions – Adapted from Venkatesh et al. (2003) 

Adoption Intention 1: I will seriously consider downloading the contact tracing app. 

Adoption Intention 2: I would like to install the contact tracing app on my mobile phone.  

Adoption Intention 3: I will likely use the contact tracing app. 

Manipulation Check 

Manipulation Check 1: Are Bluetooth data collected by COVIDTRAIL? 

Manipulation Check 2: Are geolocation data collected by COVIDTRAIL? 

Manipulation Check 3: Where are tracking data collected by the COVIDTRAIL stored? 
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Manipulation Check 4: Based on our assumption, around X% of the people in your local 

community have already installed COVIDTRAIL.  
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